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Chapter 1

Fourth Industrial Revolution

The Fourth Industrial Revolution, or 4IR, is the fourth
major industrial era since the initial Industrial Revolu-
tion of the 18th century. The Fourth Industrial Revolu-
tion can be described as a range of new technologies that
are fusing the physical, digital and biological worlds, and
impacting all disciplines, economies and industries.[1]

Central to this revolution are emerging technology break-
throughs in fields such as artificial intelligence, robotics,
the Internet of Things, autonomous vehicles, 3D printing
and nanotechnology.[2]

1.1 Industrial revolutions

1.1.1 First Industrial Revolution

Picture of the "Puffing Billy" steam engine taken in the Science
Museum in London.

The First Industrial Revolution took place from the 18th

to 19th centuries in Europe and America. It was a period
when mostly agrarian, rural societies became industrial
and urban.[3] The iron and textile industries, along with
the development of the steam engine, played central roles
in the Industrial Revolution.[3]

1.1.2 Second Industrial Revolution

The Second Industrial Revolution took place between
1870 and 1914, just beforeWorldWar I.[4] It was a period
of growth for pre-existing industries and expansion of
new ones, such as steel, oil and electricity, and used elec-
tric power to create mass production. Major technolog-
ical advances during this period included the telephone,
light bulb, phonograph and the internal combustion en-
gine.[5]

1.1.3 Third Industrial Revolution

The Third Industrial Revolution, or the Digital Revolu-
tion, refers to the advancement of technology from analog
electronic and mechanical devices to the digital technol-
ogy available today. The era started during the 1980s and
is ongoing.[6] Advancements during the Third Industrial
Revolution include the personal computer, the internet,
and information and communications technology (ICT).

1.1.4 Fourth Industrial Revolution

1983 Industrial Robots KUKA IR160/60, 601/60
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2 CHAPTER 1. FOURTH INDUSTRIAL REVOLUTION

The Fourth Industrial Revolution builds on the Digital
Revolution, representing new ways in which technology
becomes embedded within societies and even the human
body.[7] The Fourth Industrial Revolution is marked by
emerging technology breakthroughs in a number of fields,
including robotics, artificial intelligence, nanotechnology,
biotechnology, The Internet of Things, 3D printing and
autonomous vehicles.
In his book, The Fourth Industrial Revolution, Professor
Klaus Schwab, Founder and Executive Chairman of the
World Economic Forum, describes how this fourth revo-
lution is fundamentally different from the previous three,
which were characterized mainly by advances in technol-
ogy. These technologies have great potential to continue
to connect billions more people to the web, drastically
improve the efficiency of business and organizations and
help regenerate the natural environment through better
asset management.[8]

“Mastering the Fourth Industrial Revolution” was the
theme of the World Economic Forum Annual Meeting
2016 in Davos-Klosters, Switzerland.

1.2 See also
• Industry 4.0
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Chapter 2

Artificial intelligence

“AI” redirects here. For other uses, see AI and Artificial
intelligence (disambiguation).

Artificial intelligence (AI) is intelligence exhibited by
machines. In computer science, the field of AI research
defines itself as the study of "intelligent agents": any de-
vice that perceives its environment and takes actions that
maximize its chance of success at some goal.[1] Collo-
quially, the term “artificial intelligence” is applied when
a machine mimics “cognitive” functions that humans as-
sociate with other human minds, such as “learning” and
“problem solving” (known as Machine Learning).[2] As
machines become increasingly capable, mental facilities
once thought to require intelligence are removed from
the definition. For instance, optical character recogni-
tion is no longer perceived as an example of “artificial
intelligence”, having become a routine technology.[3] Ca-
pabilities currently classified as AI include successfully
understanding human speech,[4] competing at a high level
in strategic game systems (such as Chess and Go[5]), self-
driving cars, intelligent routing in content delivery net-
works, and interpreting complex data.
AI research is divided into subfields[6] that focus on
specific problems or on specific approaches or on the
use of a particular tool or towards satisfying particular
applications.
The central problems (or goals) of AI research include
reasoning, knowledge, planning, learning, natural lan-
guage processing (communication), perception and the
ability to move and manipulate objects.[7] General in-
telligence is among the field’s long-term goals.[8] Ap-
proaches include statistical methods, computational in-
telligence, and traditional symbolic AI. Many tools are
used in AI, including versions of search and mathemat-
ical optimization, logic, methods based on probability
and economics. The AI field draws upon computer sci-
ence, mathematics, psychology, linguistics, philosophy,
neuroscience and artificial psychology.
The field was founded on the claim that human intelli-
gence “can be so precisely described that a machine can
be made to simulate it”.[9] This raises philosophical ar-
guments about the nature of the mind and the ethics of
creating artificial beings endowed with human-like in-

telligence, issues which have been explored by myth,
fiction and philosophy since antiquity.[10] Some people
also consider AI a danger to humanity if it progresses
unabatedly.[11] Attempts to create artificial intelligence
have experienced many setbacks, including the ALPAC
report of 1966, the abandonment of perceptrons in 1970,
the Lighthill Report of 1973, the second AI winter 1987–
1993 and the collapse of the Lisp machine market in
1987.
In the twenty-first century, AI techniques, both “hard”
and “soft”, have experienced a resurgence following con-
current advances in computer power, sizes of training
sets, and theoretical understanding, and AI techniques
have become an essential part of the technology industry,
helping to solve many challenging problems in computer
science.[12]. Recent advancements in AI, and specifically
in machine learning, have contributed to the growth of
Autonomous Things such as drones and self-driving cars,
becoming the main driver of innovation in the automotive
industry.

2.1 History

Main articles: History of artificial intelligence and
Timeline of artificial intelligence

While thought-capable artificial beings appeared as
storytelling devices in antiquity,[13] the idea of actually
trying to build a machine to perform useful reasoning
may have begun with Ramon Llull (c. 1300 CE). With
his Calculus ratiocinator, Gottfried Leibniz extended the
concept of the calculating machine (Wilhelm Schickard
engineered the first one around 1623), intending to per-
form operations on concepts rather than numbers.[14]
Since the 19th century, artificial beings are common
in fiction, as in Mary Shelley's Frankenstein or Karel
Čapek's R.U.R. (Rossum’s Universal Robots).[15]

The study of mechanical or “formal” reasoning began
with philosophers and mathematicians in antiquity. In
the 19th century, George Boole refined those ideas into
propositional logic and Gottlob Frege developed a nota-
tional system for mechanical reasoning (a "predicate cal-
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culus").[16] Around the 1940s, Alan Turing's theory of
computation suggested that a machine, by shuffling sym-
bols as simple as “0” and “1”, could simulate any conceiv-
able act of mathematical deduction. This insight, that dig-
ital computers can simulate any process of formal reason-
ing, is known as the Church–Turing thesis.[17] Along with
concurrent discoveries in neurology, information theory
and cybernetics, this led researchers to consider the pos-
sibility of building an electronic brain.[18] The first work
that is now generally recognized as AI was McCullouch
and Pitts' 1943 formal design for Turing-complete “arti-
ficial neurons”.[14]

The field of AI research was “born”[19] at a conference at
Dartmouth College in 1956.[20] Attendees Allen Newell
(CMU), Herbert Simon (CMU), John McCarthy (MIT),
MarvinMinsky (MIT) and Arthur Samuel (IBM) became
the founders and leaders of AI research.[21] At the con-
ference, Newell and Simon, together with programmer J.
C. Shaw (RAND), presented the first true artificial intelli-
gence program, the Logic Theorist. This spurred tremen-
dous research in the domain:[22] computers were winning
at checkers, solving word problems in algebra, proving
logical theorems and speaking English.[23] By the middle
of the 1960s, research in the U.S. was heavily funded by
the Department of Defense[24] and laboratories had been
established around the world.[25] AI’s founders were op-
timistic about the future: Herbert Simon predicted, “ma-
chines will be capable, within twenty years, of doing any
work a man can do.” Marvin Minsky agreed, writing,
“within a generation ... the problem of creating 'artificial
intelligence' will substantially be solved.”[26]

They failed to recognize the difficulty of some of the re-
maining tasks. Progress slowed and in 1974, in response
to the criticism of Sir James Lighthill[27] and ongoing
pressure from the US Congress to fund more productive
projects, both the U.S. and British governments cut off
exploratory research in AI. The next few years would later
be called an "AI winter",[28] a period when funding for AI
projects was hard to find.
In the early 1980s, AI research was revived by the com-
mercial success of expert systems,[29] a form of AI pro-
gram that simulated the knowledge and analytical skills of
human experts. By 1985 the market for AI had reached
over a billion dollars. At the same time, Japan’s fifth
generation computer project inspired the U.S and British
governments to restore funding for academic research.[30]
However, beginning with the collapse of the Lisp Ma-
chine market in 1987, AI once again fell into disrepute,
and a second, longer-lasting hiatus began.[31]

In the late 1990s and early 21st century, AI began to
be used for logistics, data mining, medical diagnosis and
other areas.[12] The success was due to increasing com-
putational power (see Moore’s law), greater emphasis on
solving specific problems, new ties between AI and other
fields and a commitment by researchers to mathematical
methods and scientific standards.[32] Deep Blue became

the first computer chess-playing system to beat a reign-
ing world chess champion, Garry Kasparov on 11 May
1997.[33]

Advanced statistical techniques (loosely known as deep
learning), access to large amounts of data and faster
computers enabled advances in machine learning and
perception.[34] By themid 2010s, machine learning appli-
cations were used throughout the world.[35] In a Jeopardy!
quiz show exhibition match, IBM's question answer-
ing system, Watson, defeated the two greatest Jeopardy
champions, Brad Rutter and Ken Jennings, by a signifi-
cant margin.[36] The Kinect, which provides a 3D body–
motion interface for the Xbox 360 and the Xbox One
use algorithms that emerged from lengthy AI research[37]
as do intelligent personal assistants in smartphones.[38] In
March 2016, AlphaGo won 4 out of 5 games of Go in a
match with Go champion Lee Sedol, becoming the first
computer Go-playing system to beat a professional Go
player without handicaps.[5][39]

According to Bloomberg’s Jack Clark, 2015 was a land-
mark year for artificial intelligence, with the number of
software projects that use AI within Google increasing
from a “sporadic usage” in 2012 to more than 2,700
projects. Clark also presents factual data indicating that
error rates in image processing tasks have fallen signifi-
cantly since 2011.[40] He attributes this to an increase in
affordable neural networks, due to a rise in cloud com-
puting infrastructure and to an increase in research tools
and datasets. Other cited examples include Microsoft’s
development of a Skype system that can automatically
translate from one language to another and Facebook’s
system that can describe images to blind people.[40]

2.2 Goals

The overall research goal of artificial intelligence is to
create technology that allows computers and machines to
function in an intelligent manner. The general problem
of simulating (or creating) intelligence has been broken
down into sub-problems. These consist of particular traits
or capabilities that researchers expect an intelligent sys-
tem to display. The traits described below have received
the most attention.[7]

Erik Sandwell emphasizes planning and learning that is
relevant and applicable to the given situation.[41]

2.2.1 Reasoning, problem solving

Early researchers developed algorithms that imitated
step-by-step reasoning that humans use when they solve
puzzles or make logical deductions (reason).[42] By the
late 1980s and 1990s, AI research had developed meth-
ods for dealing with uncertain or incomplete information,
employing concepts from probability and economics.[43]
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For difficult problems, algorithms can require enor-
mous computational resources—most experience a
"combinatorial explosion": the amount of memory
or computer time required becomes astronomical for
problems of a certain size. The search for more efficient
problem-solving algorithms is a high priority.[44]

Human beings ordinarily use fast, intuitive judgments
rather than step-by-step deduction that early AI re-
search was able to model.[45] AI has progressed us-
ing “sub-symbolic” problem solving: embodied agent
approaches emphasize the importance of sensorimotor
skills to higher reasoning; neural net research attempts
to simulate the structures inside the brain that give rise to
this skill; statistical approaches to AI mimic the human
ability.

2.2.2 Knowledge representation

An ontology represents knowledge as a set of concepts within a
domain and the relationships between those concepts.

Main articles: Knowledge representation and
Commonsense knowledge

Knowledge representation[46] and knowledge engineer-
ing[47] are central to AI research. Many of the prob-
lemsmachines are expected to solve will require extensive
knowledge about the world. Among the things that AI
needs to represent are: objects, properties, categories and
relations between objects;[48] situations, events, states and
time;[49] causes and effects;[50] knowledge about knowl-
edge (what we know about what other people know);[51]
and many other, less well researched domains. A rep-
resentation of “what exists” is an ontology: the set of
objects, relations, concepts and so on that the machine
knows about. The most general are called upper ontolo-
gies, which attempt to provide a foundation for all other
knowledge.[52]

Among the most difficult problems in knowledge repre-
sentation are:

Default reasoning and the qualification problem
Many of the things people know take the form
of “working assumptions”. For example, if a
bird comes up in conversation, people typically
picture an animal that is fist sized, sings, and flies.
None of these things are true about all birds. John
McCarthy identified this problem in 1969[53] as the
qualification problem: for any commonsense rule
that AI researchers care to represent, there tend to
be a huge number of exceptions. Almost nothing
is simply true or false in the way that abstract logic
requires. AI research has explored a number of
solutions to this problem.[54]

The breadth of commonsense knowledge The num-
ber of atomic facts that the average person knows
is very large. Research projects that attempt to
build a complete knowledge base of commonsense
knowledge (e.g., Cyc) require enormous amounts
of laborious ontological engineering—they must
be built, by hand, one complicated concept at a
time.[55] A major goal is to have the computer
understand enough concepts to be able to learn by
reading from sources like the Internet, and thus be
able to add to its own ontology.

The subsymbolic form of some commonsense knowledge
Much of what people know is not represented as
“facts” or “statements” that they could express
verbally. For example, a chess master will avoid
a particular chess position because it “feels too
exposed”[56] or an art critic can take one look at
a statue and realize that it is a fake.[57] These are
intuitions or tendencies that are represented in the
brain non-consciously and sub-symbolically.[58]
Knowledge like this informs, supports and provides
a context for symbolic, conscious knowledge. As
with the related problem of sub-symbolic reason-
ing, it is hoped that situated AI, computational
intelligence, or statistical AI will provide ways to
represent this kind of knowledge.[58]

2.2.3 Planning

Main article: Automated planning and scheduling

Intelligent agents must be able to set goals and achieve
them.[59] They need a way to visualize the future (they
must have a representation of the state of the world and
be able to make predictions about how their actions will
change it) and be able to make choices that maximize the
utility (or “value”) of the available choices.[60]

In classical planning problems, the agent can assume that
it is the only thing acting on the world and it can be certain
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Hierarchical Control System

A hierarchical control system is a form of control system in which
a set of devices and governing software is arranged in a hierar-
chy.

what the consequences of its actions may be.[61] However,
if the agent is not the only actor, it must periodically as-
certain whether the world matches its predictions and it
must change its plan as this becomes necessary, requiring
the agent to reason under uncertainty.[62]

Multi-agent planning uses the cooperation and competi-
tion of many agents to achieve a given goal. Emergent
behavior such as this is used by evolutionary algorithms
and swarm intelligence.[63]

2.2.4 Learning

Main article: Machine learning

Machine learning is the study of computer algorithms that
improve automatically through experience[64][65] and has
been central to AI research since the field’s inception.[66]

Unsupervised learning is the ability to find patterns in
a stream of input. Supervised learning includes both
classification and numerical regression. Classification is
used to determine what category something belongs in,
after seeing a number of examples of things from several
categories. Regression is the attempt to produce a func-
tion that describes the relationship between inputs and
outputs and predicts how the outputs should change as the
inputs change. In reinforcement learning[67] the agent is
rewarded for good responses and punished for bad ones.
The agent uses this sequence of rewards and punishments
to form a strategy for operating in its problem space.
These three types of learning can be analyzed in terms of
decision theory, using concepts like utility. The mathe-
matical analysis of machine learning algorithms and their
performance is a branch of theoretical computer science
known as computational learning theory.[68]

Within developmental robotics, developmental learning
approaches were elaborated for lifelong cumulative ac-
quisition of repertoires of novel skills by a robot, through
autonomous self-exploration and social interaction with
human teachers, and using guidance mechanisms such
as active learning, maturation, motor synergies, and
imitation.[69][70][71][72]

2.2.5 Natural language processing
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A parse tree represents the syntactic structure of a sentence ac-
cording to some formal grammar.

Main article: Natural language processing

Natural language processing[73] gives machines the abil-
ity to read and understand the languages that humans
speak. A sufficiently powerful natural language process-
ing system would enable natural language user interfaces
and the acquisition of knowledge directly from human-
written sources, such as newswire texts. Some straightfor-
ward applications of natural language processing include
information retrieval, text mining, question answering[74]
and machine translation.[75]

A common method of processing and extracting mean-
ing from natural language is through semantic indexing.
Increases in processing speeds and the drop in the cost
of data storage makes indexing large volumes of abstrac-
tions of the user’s input much more efficient.

2.2.6 Perception

Main articles: Machine perception, Computer vision,
and Speech recognition

Machine perception[76] is the ability to use input from
sensors (such as cameras, microphones, tactile sensors,
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sonar and others more exotic) to deduce aspects of the
world. Computer vision[77] is the ability to analyze visual
input. A few selected subproblems are speech recogni-
tion,[78] facial recognition and object recognition.[79]

2.2.7 Motion and manipulation

Main article: Robotics

The field of robotics[80] is closely related to AI. Intelli-
gence is required for robots to be able to handle such
tasks as object manipulation[81] and navigation, with sub-
problems of localization (knowing where you are, or
finding out where other things are), mapping (learning
what is around you, building a map of the environment),
and motion planning (figuring out how to get there) or
path planning (going from one point in space to another
point, which may involve compliant motion – where the
robot moves while maintaining physical contact with an
object).[82][83]

2.2.8 Social intelligence

Main article: Affective computing
Affective computing is the study and development of

Kismet, a robot with rudimentary social skills[84]

systems and devices that can recognize, interpret, pro-
cess, and simulate human affects.[85][86] It is an interdis-
ciplinary field spanning computer sciences, psychology,
and cognitive science.[87] While the origins of the field
may be traced as far back as to early philosophical in-
quiries into emotion,[88] the more modern branch of com-
puter science originated with Rosalind Picard's 1995
paper[89] on affective computing.[90][91] A motivation for
the research is the ability to simulate empathy. The ma-
chine should interpret the emotional state of humans and
adapt its behaviour to them, giving an appropriate re-
sponse for those emotions.
Emotion and social skills[92] play two roles for an intel-
ligent agent. First, it must be able to predict the actions

of others, by understanding their motives and emotional
states. (This involves elements of game theory, decision
theory, as well as the ability to model human emotions
and the perceptual skills to detect emotions.) Also, in an
effort to facilitate human-computer interaction, an intelli-
gent machine might want to be able to display emotions—
even if it does not actually experience them itself—in or-
der to appear sensitive to the emotional dynamics of hu-
man interaction.

2.2.9 Creativity

Main article: Computational creativity

A sub-field of AI addresses creativity both theoretically
(from a philosophical and psychological perspective) and
practically (via specific implementations of systems that
generate outputs that can be considered creative, or sys-
tems that identify and assess creativity). Related areas of
computational research are Artificial intuition and Artifi-
cial thinking.

2.2.10 General intelligence

Main articles: Artificial general intelligence and AI-
complete

Many researchers think that their work will eventually
be incorporated into a machine with artificial general in-
telligence, combining all the skills above and exceeding
human abilities at most or all of them.[8][93] A few be-
lieve that anthropomorphic features like artificial con-
sciousness or an artificial brain may be required for such
a project.[94][95]

Many of the problems above may require general in-
telligence to be considered solved. For example, even
a straightforward, specific task like machine translation
requires that the machine read and write in both lan-
guages (NLP), follow the author’s argument (reason),
know what is being talked about (knowledge), and faith-
fully reproduce the author’s intention (social intelligence).
A problem like machine translation is considered "AI-
complete". In order to reach human-level performance
for machines, one must solve all the problems.[96]

2.3 Approaches

There is no established unifying theory or paradigm that
guides AI research. Researchers disagree about many
issues.[97] A few of the most long standing questions
that have remained unanswered are these: should artifi-
cial intelligence simulate natural intelligence by studying
psychology or neurology? Or is human biology as irrele-
vant to AI research as bird biology is to aeronautical engi-
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neering?[98] Can intelligent behavior be described using
simple, elegant principles (such as logic or optimization)?
Or does it necessarily require solving a large num-
ber of completely unrelated problems?[99] Can intelli-
gence be reproduced using high-level symbols, similar
to words and ideas? Or does it require “sub-symbolic”
processing?[100] John Haugeland, who coined the term
GOFAI (Good Old-Fashioned Artificial Intelligence),
also proposed that AI should more properly be referred
to as synthetic intelligence,[101] a term which has since
been adopted by some non-GOFAI researchers.[102][103]

Stuart Shapiro divides AI research into three approaches,
which he calls computational psychology, computational
philosophy, and computer science. Computational psy-
chology is used to make computer programs that mimic
human behavior.[104] Computational philosophy, is used
to develop an adaptive, free-flowing computer mind.[104]
Implementing computer science serves the goal of cre-
ating computers that can perform tasks that only peo-
ple could previously accomplish.[104] Together, the hu-
manesque behavior, mind, and actions make up artificial
intelligence.

2.3.1 Cybernetics and brain simulation

Main articles: Cybernetics and Computational neuro-
science

In the 1940s and 1950s, a number of researchers explored
the connection between neurology, information theory,
and cybernetics. Some of them built machines that used
electronic networks to exhibit rudimentary intelligence,
such as W. Grey Walter's turtles and the Johns Hopkins
Beast. Many of these researchers gathered for meetings
of the Teleological Society at Princeton University and
the Ratio Club in England.[18] By 1960, this approach was
largely abandoned, although elements of it would be re-
vived in the 1980s.

2.3.2 Symbolic

Main article: Symbolic AI

When access to digital computers became possible in the
middle 1950s, AI research began to explore the possi-
bility that human intelligence could be reduced to sym-
bol manipulation. The research was centered in three
institutions: Carnegie Mellon University, Stanford and
MIT, and each one developed its own style of research.
John Haugeland named these approaches to AI “good old
fashioned AI” or "GOFAI".[105] During the 1960s, sym-
bolic approaches had achieved great success at simulat-
ing high-level thinking in small demonstration programs.
Approaches based on cybernetics or neural networks
were abandoned or pushed into the background.[106] Re-

searchers in the 1960s and the 1970s were convinced that
symbolic approaches would eventually succeed in creat-
ing a machine with artificial general intelligence and con-
sidered this the goal of their field.

Cognitive simulation Economist Herbert Simon and
Allen Newell studied human problem-solving skills
and attempted to formalize them, and their work
laid the foundations of the field of artificial intelli-
gence, as well as cognitive science, operations re-
search and management science. Their research
team used the results of psychological experiments
to develop programs that simulated the techniques
that people used to solve problems. This tradition,
centered at Carnegie Mellon University would even-
tually culminate in the development of the Soar ar-
chitecture in the middle 1980s.[107][108]

Logic-based Unlike Newell and Simon, John McCarthy
felt that machines did not need to simulate human
thought, but should instead try to find the essence
of abstract reasoning and problem solving, regard-
less of whether people used the same algorithms.[98]
His laboratory at Stanford (SAIL) focused on using
formal logic to solve a wide variety of problems,
including knowledge representation, planning and
learning.[109] Logic was also the focus of the work
at the University of Edinburgh and elsewhere in Eu-
rope which led to the development of the program-
ming language Prolog and the science of logic pro-
gramming.[110]

“Anti-logic” or “scruffy” Researchers at MIT (such as
Marvin Minsky and Seymour Papert)[111] found that
solving difficult problems in vision and natural lan-
guage processing required ad-hoc solutions – they
argued that there was no simple and general prin-
ciple (like logic) that would capture all the as-
pects of intelligent behavior. Roger Schank de-
scribed their “anti-logic” approaches as "scruffy"
(as opposed to the "neat" paradigms at CMU and
Stanford).[99] Commonsense knowledge bases (such
as Doug Lenat's Cyc) are an example of “scruffy”
AI, since they must be built by hand, one compli-
cated concept at a time.[112]

Knowledge-based When computers with large mem-
ories became available around 1970, researchers
from all three traditions began to build knowledge
into AI applications.[113] This “knowledge revo-
lution” led to the development and deployment
of expert systems (introduced by Edward Feigen-
baum), the first truly successful form of AI
software.[29] The knowledge revolution was also
driven by the realization that enormous amounts of
knowledge would be required by many simple AI
applications.
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2.3.3 Sub-symbolic

By the 1980s progress in symbolic AI seemed to stall
and many believed that symbolic systems would never be
able to imitate all the processes of human cognition, es-
pecially perception, robotics, learning and pattern recog-
nition. A number of researchers began to look into “sub-
symbolic” approaches to specific AI problems.[100] Sub-
symbolic methods manage to approach intelligence with-
out specific representations of knowledge.

Bottom-up, embodied, situated, behavior-based or
nouvelle AI

Researchers from the related field of robotics, such
as Rodney Brooks, rejected symbolic AI and
focused on the basic engineering problems that
would allow robots to move and survive.[114] Their
work revived the non-symbolic viewpoint of the
early cybernetics researchers of the 1950s and
reintroduced the use of control theory in AI. This
coincided with the development of the embodied
mind thesis in the related field of cognitive science:
the idea that aspects of the body (such as movement,
perception and visualization) are required for higher
intelligence.

Computational intelligence and soft computing
Interest in neural networks and "connectionism"
was revived by David Rumelhart and others
in the middle of 1980s.[115] Neural networks
are an example of soft computing --- they are
solutions to problems which cannot be solved
with complete logical certainty, and where an
approximate solution is often sufficient. Other soft
computing approaches to AI include fuzzy systems,
evolutionary computation and many statistical
tools. The application of soft computing to AI is
studied collectively by the emerging discipline of
computational intelligence.[116]

2.3.4 Statistical

In the 1990s, AI researchers developed sophisticated
mathematical tools to solve specific subproblems. These
tools are truly scientific, in the sense that their results
are both measurable and verifiable, and they have been
responsible for many of AI’s recent successes. The
shared mathematical language has also permitted a high
level of collaboration with more established fields (like
mathematics, economics or operations research). Stuart
Russell and Peter Norvig describe this movement as
nothing less than a “revolution” and “the victory of the
neats".[32] Critics argue that these techniques (with few
exceptions[117]) are too focused on particular problems
and have failed to address the long-term goal of general
intelligence.[118] There is an ongoing debate about the rel-
evance and validity of statistical approaches in AI, exem-

plified in part by exchanges between Peter Norvig and
Noam Chomsky.[119][120]

2.3.5 Integrating the approaches

Intelligent agent paradigm An intelligent agent is a
system that perceives its environment and takes ac-
tions which maximize its chances of success. The
simplest intelligent agents are programs that solve
specific problems. More complicated agents include
human beings and organizations of human beings
(such as firms). The paradigm gives researchers li-
cense to study isolated problems and find solutions
that are both verifiable and useful, without agree-
ing on one single approach. An agent that solves a
specific problem can use any approach that works –
some agents are symbolic and logical, some are sub-
symbolic neural networks and others may use new
approaches. The paradigm also gives researchers
a common language to communicate with other
fields—such as decision theory and economics—
that also use concepts of abstract agents. The intelli-
gent agent paradigm became widely accepted during
the 1990s.[1]

Agent architectures and cognitive architectures
Researchers have designed systems to build intel-
ligent systems out of interacting intelligent agents
in a multi-agent system.[121] A system with both
symbolic and sub-symbolic components is a hybrid
intelligent system, and the study of such systems
is artificial intelligence systems integration. A
hierarchical control system provides a bridge be-
tween sub-symbolic AI at its lowest, reactive levels
and traditional symbolic AI at its highest levels,
where relaxed time constraints permit planning and
world modelling.[122] Rodney Brooks' subsumption
architecture was an early proposal for such a
hierarchical system.[123]

2.4 Tools

In the course of 50 years of research, AI has developed a
large number of tools to solve the most difficult problems
in computer science. A few of the most general of these
methods are discussed below.

2.4.1 Search and optimization

Main articles: Search algorithm, Mathematical opti-
mization, and Evolutionary computation

Many problems in AI can be solved in theory by intel-
ligently searching through many possible solutions:[124]
Reasoning can be reduced to performing a search. For
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example, logical proof can be viewed as searching for a
path that leads from premises to conclusions, where each
step is the application of an inference rule.[125] Planning
algorithms search through trees of goals and subgoals,
attempting to find a path to a target goal, a process
called means-ends analysis.[126] Robotics algorithms for
moving limbs and grasping objects use local searches
in configuration space.[81] Many learning algorithms use
search algorithms based on optimization.
Simple exhaustive searches[127] are rarely sufficient for
most real world problems: the search space (the num-
ber of places to search) quickly grows to astronomical
numbers. The result is a search that is too slow or never
completes. The solution, for many problems, is to use
"heuristics" or “rules of thumb” that eliminate choices
that are unlikely to lead to the goal (called "pruning the
search tree"). Heuristics supply the program with a “best
guess” for the path on which the solution lies.[128] Heuris-
tics limit the search for solutions into a smaller sample
size.[82]

A very different kind of search came to prominence in the
1990s, based on themathematical theory of optimization.
For many problems, it is possible to begin the search with
some form of a guess and then refine the guess incremen-
tally until no more refinements can be made. These algo-
rithms can be visualized as blind hill climbing: we begin
the search at a random point on the landscape, and then,
by jumps or steps, we keep moving our guess uphill, un-
til we reach the top. Other optimization algorithms are
simulated annealing, beam search and random optimiza-
tion.[129]

Evolutionary computation uses a form of optimization
search. For example, they may begin with a population
of organisms (the guesses) and then allow them to mutate
and recombine, selecting only the fittest to survive each
generation (refining the guesses). Forms of evolutionary
computation include swarm intelligence algorithms (such
as ant colony or particle swarm optimization)[130] and
evolutionary algorithms (such as genetic algorithms, gene
expression programming, and genetic programming).[131]

2.4.2 Logic

Main articles: Logic programming and Automated
reasoning

Logic[132] is used for knowledge representation and prob-
lem solving, but it can be applied to other problems
as well. For example, the satplan algorithm uses logic
for planning[133] and inductive logic programming is a
method for learning.[134]

Several different forms of logic are used in AI research.
Propositional or sentential logic[135] is the logic of state-
ments which can be true or false. First-order logic[136]
also allows the use of quantifiers and predicates, and can

express facts about objects, their properties, and their
relations with each other. Fuzzy logic,[137] is a version
of first-order logic which allows the truth of a statement
to be represented as a value between 0 and 1, rather
than simply True (1) or False (0). Fuzzy systems can be
used for uncertain reasoning and have been widely used
in modern industrial and consumer product control sys-
tems. Subjective logic[138] models uncertainty in a differ-
ent and more explicit manner than fuzzy-logic: a given
binomial opinion satisfies belief + disbelief + uncertainty
= 1 within a Beta distribution. By this method, ignorance
can be distinguished from probabilistic statements that an
agent makes with high confidence.
Default logics, non-monotonic logics and
circumscription[54] are forms of logic designed to
help with default reasoning and the qualification prob-
lem. Several extensions of logic have been designed
to handle specific domains of knowledge, such as:
description logics;[48] situation calculus, event calculus
and fluent calculus (for representing events and time);[49]
causal calculus;[50] belief calculus;[139] and modal
logics.[51]

2.4.3 Probabilistic methods for uncertain
reasoning

Main articles: Bayesian network, Hidden Markov model,
Kalman filter, Decision theory, and Utility theory

Many problems in AI (in reasoning, planning, learn-
ing, perception and robotics) require the agent to oper-
ate with incomplete or uncertain information. AI re-
searchers have devised a number of powerful tools to
solve these problems using methods from probability the-
ory and economics.[140]

Bayesian networks[141] are a very general tool that can
be used for a large number of problems: reasoning (us-
ing the Bayesian inference algorithm),[142] learning (using
the expectation-maximization algorithm),[143] planning
(using decision networks)[144] and perception (using
dynamic Bayesian networks).[145] Probabilistic algo-
rithms can also be used for filtering, prediction, smooth-
ing and finding explanations for streams of data, helping
perception systems to analyze processes that occur over
time (e.g., hidden Markov models or Kalman filters).[145]

A key concept from the science of economics is "utility":
a measure of how valuable something is to an intelli-
gent agent. Precise mathematical tools have been devel-
oped that analyze how an agent can make choices and
plan, using decision theory, decision analysis,[146] and
information value theory.[60] These tools include models
such as Markov decision processes,[147] dynamic decision
networks,[145] game theory and mechanism design.[148]
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2.4.4 Classifiers and statistical learning
methods

Main articles: Classifier (mathematics), Statistical
classification, and Machine learning

The simplest AI applications can be divided into two
types: classifiers (“if shiny then diamond”) and con-
trollers (“if shiny then pick up”). Controllers do, how-
ever, also classify conditions before inferring actions, and
therefore classification forms a central part of many AI
systems. Classifiers are functions that use pattern match-
ing to determine a closest match. They can be tuned ac-
cording to examples, making them very attractive for use
in AI. These examples are known as observations or pat-
terns. In supervised learning, each pattern belongs to a
certain predefined class. A class can be seen as a deci-
sion that has to be made. All the observations combined
with their class labels are known as a data set. When a
new observation is received, that observation is classified
based on previous experience.[149]

A classifier can be trained in various ways; there
are many statistical and machine learning approaches.
The most widely used classifiers are the neural net-
work,[150] kernel methods such as the support vector
machine,[151] k-nearest neighbor algorithm,[152] Gaussian
mixture model,[153] naive Bayes classifier,[154] and
decision tree.[155] The performance of these classifiers
have been compared over a wide range of tasks. Clas-
sifier performance depends greatly on the characteristics
of the data to be classified. There is no single classifier
that works best on all given problems; this is also referred
to as the "no free lunch" theorem. Determining a suit-
able classifier for a given problem is still more an art than
science.[156]

2.4.5 Neural networks

Main articles: Artificial neural network and
Connectionism
The study of non-learning artificial neural networks[150]
began in the decade before the field of AI research
was founded, in the work of Walter Pitts and Warren
McCullouch. Frank Rosenblatt invented the perceptron,
a learning network with a single layer, similar to the old
concept of linear regression. Early pioneers also include
Alexey Grigorevich Ivakhnenko, Teuvo Kohonen,
Stephen Grossberg, Kunihiko Fukushima, Christoph
von der Malsburg, David Willshaw, Shun-Ichi Amari,
Bernard Widrow, John Hopfield, Eduardo R. Caianiello,
and others.
The main categories of networks are acyclic or
feedforward neural networks (where the signal passes in
only one direction) and recurrent neural networks (which
allow feedback and short-term memories of previous
input events). Among the most popular feedforward

Output

Hidden

Input

A neural network is an interconnected group of nodes, akin to the
vast network of neurons in the human brain.

networks are perceptrons, multi-layer perceptrons and
radial basis networks.[157] Neural networks can be ap-
plied to the problem of intelligent control (for robotics)
or learning, using such techniques as Hebbian learning,
GMDH or competitive learning.[158]

Today, neural networks are often trained by the
backpropagation algorithm, which had been around since
1970 as the reverse mode of automatic differentiation
published by Seppo Linnainmaa,[159][160] and was intro-
duced to neural networks by Paul Werbos.[161][162][163]

Hierarchical temporal memory is an approach that mod-
els some of the structural and algorithmic properties of
the neocortex.[164]

2.4.6 Deep feedforward neural networks

Main article: Deep learning

Deep learning in artificial neural networks with many lay-
ers has transformed many important subfields of artificial
intelligence, including computer vision, speech recogni-
tion, natural language processing and others.[165][166][167]

According to a survey,[168] the expression “Deep Learn-
ing” was introduced to the Machine Learning community
by Rina Dechter in 1986[169] and gained traction after
Igor Aizenberg and colleagues introduced it to Artificial
Neural Networks in 2000.[170] The first functional Deep
Learning networks were published by Alexey Grigore-
vich Ivakhnenko and V. G. Lapa in 1965.[171] These net-
works are trained one layer at a time. Ivakhnenko’s 1971
paper[172] describes the learning of a deep feedforward
multilayer perceptron with eight layers, already much
deeper than many later networks. In 2006, a publication
by Geoffrey Hinton and Ruslan Salakhutdinov introduced
another way of pre-training many-layered feedforward
neural networks (FNNs) one layer at a time, treating each
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layer in turn as an unsupervised restricted Boltzmann ma-
chine, then using supervised backpropagation for fine-
tuning.[173] Similar to shallow artificial neural networks,
deep neural networks can model complex non-linear rela-
tionships. Over the last few years, advances in both ma-
chine learning algorithms and computer hardware have
led to more efficient methods for training deep neural net-
works that contain many layers of non-linear hidden units
and a very large output layer.[174]

Deep learning often uses convolutional neural networks
(CNNs), whose origins can be traced back to the
Neocognitron introduced by Kunihiko Fukushima in
1980.[175] In 1989, Yann LeCun and colleagues applied
backpropagation to such an architecture. In the early
2000s, in an industrial application CNNs already pro-
cessed an estimated 10% to 20% of all the checks writ-
ten in the US.[176] Since 2011, fast implementations of
CNNs on GPUs have won many visual pattern recogni-
tion competitions.[167]

Deep feedforward neural networks were used in conjunc-
tion with reinforcement learning by AlphaGo, Google
Deepmind’s program that was the first to beat a profes-
sional human player.[177]

2.4.7 Deep recurrent neural networks

Main article: Recurrent neural networks

Early on, deep learning was also applied to sequence
learning with recurrent neural networks (RNNs)[178]
which are general computers and can run arbitrary pro-
grams to process arbitrary sequences of inputs. The depth
of an RNN is unlimited and depends on the length of its
input sequence.[167] RNNs can be trained by gradient de-
scent[179][180][181] but suffer from the vanishing gradient
problem.[165][182] In 1992, it was shown that unsupervised
pre-training of a stack of recurrent neural networks can
speed up subsequent supervised learning of deep sequen-
tial problems.[183]

Numerous researchers now use variants of a deep learn-
ing recurrent NN called the long short-term memory
(LSTM) network published by Hochreiter & Schmidhu-
ber in 1997.[184] LSTM is often trained by Connection-
ist Temporal Classification (CTC).[185] At Google, Mi-
crosoft and Baidu this approach has revolutionised speech
recognition.[186][187][188] For example, in 2015, Google’s
speech recognition experienced a dramatic performance
jump of 49% through CTC-trained LSTM, which is
now available through Google Voice to billions of smart-
phone users.[189] Google also used LSTM to improve ma-
chine translation,[190] Language Modeling[191] and Multi-
lingual Language Processing.[192] LSTM combined with
CNNs also improved automatic image captioning[193] and
a plethora of other applications.

2.4.8 Control theory

Main article: Intelligent control

Control theory, the grandchild of cybernetics, has many
important applications, especially in robotics.[194]

2.4.9 Languages

Main article: List of programming languages for artificial
intelligence

AI researchers have developed several specialized
languages for AI research, including Lisp[195] and
Prolog.[196]

2.4.10 Evaluating progress

Main article: Progress in artificial intelligence

In 1950, Alan Turing proposed a general procedure to
test the intelligence of an agent now known as the Turing
test. This procedure allows almost all the major problems
of artificial intelligence to be tested. However, it is a very
difficult challenge and at present all agents fail.[197]

Artificial intelligence can also be evaluated on specific
problems such as small problems in chemistry, hand-
writing recognition and game-playing. Such tests have
been termed subject matter expert Turing tests. Smaller
problems provide more achievable goals and there are an
ever-increasing number of positive results.[198]

For example, performance at draughts (i.e. checkers)
is optimal,[199] performance at chess is high-human and
nearing super-human (see computer chess: computers
versus human) and performance at many everyday tasks
(such as recognizing a face or crossing a room without
bumping into something) is sub-human.
A quite different approach measures machine intelli-
gence through tests which are developed from mathe-
matical definitions of intelligence. Examples of these
kinds of tests start in the late nineties devising intelligence
tests using notions fromKolmogorov complexity and data
compression.[200] Two major advantages of mathemati-
cal definitions are their applicability to nonhuman intel-
ligences and their absence of a requirement for human
testers.
A derivative of the Turing test is the Completely Auto-
mated Public Turing test to tell Computers and Humans
Apart (CAPTCHA). As the name implies, this helps to
determine that a user is an actual person and not a com-
puter posing as a human. In contrast to the standard Tur-
ing test, CAPTCHA administered by a machine and tar-
geted to a human as opposed to being administered by
a human and targeted to a machine. A computer asks a
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user to complete a simple test then generates a grade for
that test. Computers are unable to solve the problem, so
correct solutions are deemed to be the result of a person
taking the test. A common type of CAPTCHA is the
test that requires the typing of distorted letters, numbers
or symbols that appear in an image undecipherable by a
computer.[201]

2.5 Applications

An automated online assistant providing customer service on a
web page – one of many very primitive applications of artificial
intelligence.

Main article: Applications of artificial intelligence

AI is relevant to any intellectual task.[202] Modern artifi-
cial intelligence techniques are pervasive and are too nu-
merous to list here. Frequently, when a technique reaches
mainstream use, it is no longer considered artificial intelli-
gence; this phenomenon is described as the AI effect.[203]

High-profile examples of AI include autonomous vehicles
(such as drones and self-driving cars), medical diagnosis,
creating art (such as poetry), proving mathematical the-
orems, playing games (such as Chess or Go), search en-
gines (such as Google search), online assistants (such as
Siri), image recognition in photographs, spam filtering,
prediction of judicial decisions[204] and targeting online
advertisements.[202][205][206]

With social media sites overtaking TV as a source for
news for young people and news organisations increas-
ingly reliant on social media platforms for generating

distribution,[207] major publishers now use artificial in-
telligence (AI) technology to post stories more effectively
and generate higher volumes of traffic.[208]

2.5.1 Competitions and prizes

Main article: Competitions and prizes in artificial
intelligence

There are a number of competitions and prizes to pro-
mote research in artificial intelligence. The main areas
promoted are: general machine intelligence, conversa-
tional behavior, data-mining, robotic cars, robot soccer
and games.

2.5.2 Healthcare

Artificial intelligence is breaking into the healthcare in-
dustry by assisting doctors. According to Bloomberg
Technology, Microsoft has developed AI to help doctors
find the right treatments for cancer.[209] There is a great
amount of research and drugs developed relating to can-
cer. In detail, there are more than 800medicines and vac-
cines to treat cancer. This negatively affects the doctors,
because there are way too many options to choose from,
making it more difficult to choose the right drugs for the
patients. Microsoft is working on a project to develop a
machine called “Hanover”. Its goal is to memorize all the
papers necessary to cancer and help predict which com-
binations of drugs will be most effective for each patient.
One project that is being worked on at the moment is
fighting myeloid leukemia, a fatal cancer where the treat-
ment has not improved in decades. Another study was
reported to have found that artificial intelligence was as
good as trained doctors in identifying skin cancers.[210]
Another study is using artificial intelligence to try and
monitor multiple high-risk patients, and this is done by
asking each patient numerous questions based on data ac-
quired from live doctor to patient interactions.[211]

According to CNN, there was a recent study by surgeons
at the Children’s National Medical Center in Washing-
ton which successfully demonstrated surgery with an au-
tonomous robot. The team supervised the robot while it
performed soft-tissue surgery, stitching together a pig’s
bowel during open surgery, and doing so better than a
human surgeon, the team claimed.[212]

2.5.3 Automotive industry

Advancements inAI have contributed to the growth of the
automotive industry through the creation and evolution
of self-driving vehicles. As of 2016, there are over 30
companies utilizing AI into the creation of driverless cars.
A few companies involved with AI include Tesla, Google,
and Apple.[213]
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Many components contribute to the functioning of self-
driving cars. These vehicles incorporate systems such as
braking, lane changing, collision prevention, navigation
and mapping. Together, these systems, as well as high
performance computers are integrated into one complex
vehicle.[214]

One main factor that influences the ability for a driver-
less car to function is mapping. In general, the vehicle
would be pre-programmed with a map of the area being
driven. This map would include data on the approxima-
tions of street light and curb heights in order for the ve-
hicle to be aware of its surroundings. However, Google
has been working on an algorithm with the purpose of
eliminating the need for pre-programmed maps and in-
stead, creating a device that would be able to adjust to a
variety of new surroundings.[215] Some self-driving cars
are not equipped with steering wheels or brakes, so there
has also been research focused on creating an algorithm
that is capable of maintaining a safe environment for the
passengers in the vehicle through awareness of speed and
driving conditions.[216]

2.5.4 Finance

Financial institutions have long used artificial neural net-
work systems to detect charges or claims outside of the
norm, flagging these for human investigation.
Use of AI in banking can be tracked back to 1987 when
Security Pacific National Bank in USA set-up a Fraud
Prevention Task force to counter the unauthorised use of
debit cards. Apps like Kasisito and Moneystream are us-
ing AI in financial services
Banks use artificial intelligence systems to organize op-
erations, maintain book-keeping, invest in stocks, and
manage properties. AI can react to changes overnight
or when business is not taking place.[217] In August
2001, robots beat humans in a simulated financial trad-
ing competition.[218]

AI has also reduced fraud and crime by monitor-
ing behavioral patterns of users for any changes or
anomalies.[219]

2.6 Platforms

Aplatform (or "computing platform") is defined as “some
sort of hardware architecture or software framework (in-
cluding application frameworks), that allows software to
run”. As Rodney Brooks pointed out many years ago,[220]
it is not just the artificial intelligence software that defines
the AI features of the platform, but rather the actual plat-
form itself that affects the AI that results, i.e., there needs
to be work in AI problems on real-world platforms rather
than in isolation.
A wide variety of platforms has allowed different aspects

of AI to develop, ranging from expert systems such as Cyc
to deep-learning frameworks to robot platforms such as
the Roomba with open interface.[221] Recent advances in
deep artificial neural networks and distributed computing
have led to a proliferation of software libraries, including
Deeplearning4j, TensorFlow, Theano and Torch.

2.6.1 Partnership on AI

Amazon, Google, Facebook, IBM, and Microsoft have
established a non-profit partnership to formulate best
practices on artificial intelligence technologies, advance
the public’s understanding, and to serve as a platform
about artificial intelligence.[222] They stated: “This part-
nership on AI will conduct research, organize discus-
sions, provide thought leadership, consult with relevant
third parties, respond to questions from the public and
media, and create educational material that advance the
understanding of AI technologies including machine per-
ception, learning, and automated reasoning.”[222] Apple
joined other tech companies as a founding member of the
Partnership on AI in January 2017. The corporate mem-
bers will make financial and research contributions to the
group, while engaging with the scientific community to
bring academics onto the board.[223]

2.7 Philosophy and ethics

Main articles: Philosophy of artificial intelligence and
Ethics of artificial intelligence

There are three philosophical questions related to AI:

1. Is artificial general intelligence possible? Can a ma-
chine solve any problem that a human being can
solve using intelligence? Or are there hard limits
to what a machine can accomplish?

2. Are intelligent machines dangerous? How can we
ensure that machines behave ethically and that they
are used ethically?

3. Can a machine have a mind, consciousness and
mental states in exactly the same sense that human
beings do? Can a machine be sentient, and thus de-
serve certain rights? Can a machine intentionally
cause harm?

2.7.1 The limits of artificial general intel-
ligence

Main articles: philosophy of AI, Turing test, Physical
symbol systems hypothesis, Dreyfus’ critique of AI, The
Emperor’s New Mind, and AI effect
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Can a machine be intelligent? Can it “think"?

Turing’s “polite convention” We need not decide if a
machine can “think"; we need only decide if a ma-
chine can act as intelligently as a human being. This
approach to the philosophical problems associated
with artificial intelligence forms the basis of the
Turing test.[197]

The Dartmouth proposal “Every aspect of learning or
any other feature of intelligence can be so precisely
described that a machine can be made to simulate
it.” This conjecture was printed in the proposal for
the Dartmouth Conference of 1956, and represents
the position of most working AI researchers.[224]

Newell and Simon’s physical symbol system hypothesis
“A physical symbol system has the necessary and
sufficient means of general intelligent action.”
Newell and Simon argue that intelligence consists
of formal operations on symbols.[225] Hubert
Dreyfus argued that, on the contrary, human ex-
pertise depends on unconscious instinct rather than
conscious symbol manipulation and on having a
“feel” for the situation rather than explicit symbolic
knowledge. (See Dreyfus’ critique of AI.)[226][227]

Gödelian arguments Gödel himself,[228] John Lucas (in
1961) and Roger Penrose (in a more detailed ar-
gument from 1989 onwards) made highly technical
arguments that human mathematicians can consis-
tently see the truth of their own “Gödel statements”
and therefore have computational abilities beyond
that of mechanical Turing machines.[229] However,
the modern consensus in the scientific and math-
ematical community is that these “Gödelian argu-
ments” fail.[230][231][232]

The artificial brain argument The brain can be simu-
lated by machines and because brains are intelli-
gent, simulated brains must also be intelligent; thus
machines can be intelligent. Hans Moravec, Ray
Kurzweil and others have argued that it is techno-
logically feasible to copy the brain directly into hard-
ware and software, and that such a simulation will be
essentially identical to the original.[95]

The AI effect Machines are already intelligent, but ob-
servers have failed to recognize it. When Deep
Blue beat Garry Kasparov in chess, the machine
was acting intelligently. However, onlookers com-
monly discount the behavior of an artificial intelli-
gence program by arguing that it is not “real” intel-
ligence after all; thus “real” intelligence is whatever
intelligent behavior people can do that machines still
can not. This is known as the AI Effect: “AI is what-
ever hasn't been done yet.”

2.7.2 Potential risks and moral reasoning

Widespread use of artificial intelligence could have unin-
tended consequences that are dangerous or undesirable.
Scientists from the Future of Life Institute, among oth-
ers, described some short-term research goals to be how
AI influences the economy, the laws and ethics that are
involved with AI and how to minimize AI security risks.
In the long-term, the scientists have proposed to continue
optimizing function while minimizing possible security
risks that come along with new technologies.[233]

Machines with intelligence have the potential to use their
intelligence to make ethical decisions. Research in this
area includes “machine ethics”, “artificial moral agents”,
and the study of “malevolent vs. friendly AI”.

Existential risk

Main article: Existential risk from advanced artificial
intelligence

The development of full artificial intelli-
gence could spell the end of the human race.
Once humans develop artificial intelligence,
it will take off on its own and redesign itself
at an ever-increasing rate. Humans, who are
limited by slow biological evolution, couldn't
compete and would be superseded.
— Stephen Hawking[234]

A common concern about the development of artifi-
cial intelligence is the potential threat it could pose to
mankind. This concern has recently gained attention af-
ter mentions by celebrities including Stephen Hawking,
Bill Gates,[235] and Elon Musk.[236] A group of promi-
nent tech titans including Peter Thiel, Amazon Web Ser-
vices and Musk have committed $1billion to OpenAI a
nonprofit company aimed at championing responsible AI
development.[237] The opinion of experts within the field
of artificial intelligence is mixed, with sizable fractions
both concerned and unconcerned by risk from eventual
superhumanly-capable AI.[238]

In his book Superintelligence, Nick Bostrom provides an
argument that artificial intelligence will pose a threat to
mankind. He argues that sufficiently intelligent AI, if it
chooses actions based on achieving some goal, will ex-
hibit convergent behavior such as acquiring resources or
protecting itself from being shut down. If this AI’s goals
do not reflect humanity’s - one example is an AI told to
compute as many digits of pi as possible - it might harm
humanity in order to acquire more resources or prevent
itself from being shut down, ultimately to better achieve
its goal.
For this danger to be realized, the hypothetical AI would
have to overpower or out-think all of humanity, which a
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minority of experts argue is a possibility far enough in the
future to not be worth researching.[239][240] Other coun-
terarguments revolve around humans being either intrin-
sically or convergently valuable from the perspective of
an artificial intelligence.[241]

Concern over risk from artificial intelligence has led to
some high-profile donations and investments. In Jan-
uary 2015, Elon Musk donated ten million dollars to
the Future of Life Institute to fund research on under-
standing AI decision making. The goal of the institute
is to “grow wisdom with which we manage” the grow-
ing power of technology. Musk also funds companies de-
veloping artificial intelligence such as Google DeepMind
and Vicarious to “just keep an eye on what’s going on
with artificial intelligence.[242] I think there is potentially
a dangerous outcome there.”[243][244]

Development of militarized artificial intelligence is a re-
lated concern. Currently, 50+ countries are research-
ing battlefield robots, including the United States, China,
Russia, and the United Kingdom. Many people con-
cerned about risk from superintelligent AI also want to
limit the use of artificial soldiers.[245]

Devaluation of humanity

Main article: Computer Power and Human Reason

Joseph Weizenbaum wrote that AI applications can not,
by definition, successfully simulate genuine human em-
pathy and that the use of AI technology in fields such as
customer service or psychotherapy[246] was deeply mis-
guided. Weizenbaum was also bothered that AI re-
searchers (and some philosophers) were willing to view
the human mind as nothing more than a computer pro-
gram (a position now known as computationalism). To
Weizenbaum these points suggest that AI research deval-
ues human life.[247]

Decrease in demand for human labor

Martin Ford, author of The Lights in the Tunnel: Automa-
tion, Accelerating Technology and the Economy of the Fu-
ture,[248] and others argue that specialized artificial intel-
ligence applications, robotics and other forms of automa-
tion will ultimately result in significant unemployment
as machines begin to match and exceed the capability
of workers to perform most routine and repetitive jobs.
Ford predicts that many knowledge-based occupations—
and in particular entry level jobs—will be increasingly
susceptible to automation via expert systems, machine
learning[249] and other AI-enhanced applications. AI-
based applications may also be used to amplify the ca-
pabilities of low-wage offshore workers, making it more
feasible to outsource knowledge work.[250]

Artificial moral agents

This raises the issue of how ethically the machine should
behave towards both humans and other AI agents. This
issue was addressed byWendellWallach in his book titled
Moral Machines in which he introduced the concept of
artificial moral agents (AMA).[251] For Wallach, AMAs
have become a part of the research landscape of artifi-
cial intelligence as guided by its two central questions
which he identifies as “Does Humanity Want Comput-
ers Making Moral Decisions”[252] and “Can (Ro)bots Re-
ally Be Moral”.[253] For Wallach the question is not cen-
tered on the issue of whether machines can demonstrate
the equivalent of moral behavior in contrast to the con-
straints which society may place on the development of
AMAs.[254]

Machine ethics

Main article: Machine ethics

The field of machine ethics is concerned with giving ma-
chines ethical principles, or a procedure for discovering a
way to resolve the ethical dilemmas theymight encounter,
enabling them to function in an ethically responsible man-
ner through their own ethical decision making.[255] The
field was delineated in the AAAI Fall 2005 Symposium
on Machine Ethics: “Past research concerning the rela-
tionship between technology and ethics has largely fo-
cused on responsible and irresponsible use of technol-
ogy by human beings, with a few people being inter-
ested in how human beings ought to treat machines. In
all cases, only human beings have engaged in ethical rea-
soning. The time has come for adding an ethical dimen-
sion to at least some machines. Recognition of the ethi-
cal ramifications of behavior involving machines, as well
as recent and potential developments in machine auton-
omy, necessitate this. In contrast to computer hacking,
software property issues, privacy issues and other topics
normally ascribed to computer ethics, machine ethics is
concerned with the behavior of machines towards human
users and other machines. Research in machine ethics is
key to alleviating concerns with autonomous systems—
it could be argued that the notion of autonomous ma-
chines without such a dimension is at the root of all fear
concerning machine intelligence. Further, investigation
of machine ethics could enable the discovery of prob-
lems with current ethical theories, advancing our think-
ing about Ethics.”[256] Machine ethics is sometimes re-
ferred to as machine morality, computational ethics or
computational morality. A variety of perspectives of this
nascent field can be found in the collected edition “Ma-
chine Ethics”[255] that stems from the AAAI Fall 2005
Symposium on Machine Ethics.[256]
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Malevolent and friendly AI

Main article: Friendly AI

Political scientist Charles T. Rubin believes that AI can be
neither designed nor guaranteed to be benevolent.[257] He
argues that “any sufficiently advanced benevolence may
be indistinguishable from malevolence.” Humans should
not assume machines or robots would treat us favorably,
because there is no a priori reason to believe that they
would be sympathetic to our system of morality, which
has evolved along with our particular biology (which AIs
would not share). Hyper-intelligent software may not
necessarily decide to support the continued existence of
mankind, and would be extremely difficult to stop. This
topic has also recently begun to be discussed in academic
publications as a real source of risks to civilization, hu-
mans, and planet Earth.
Physicist Stephen Hawking, Microsoft founder Bill Gates
and SpaceX founder Elon Musk have expressed concerns
about the possibility that AI could evolve to the point that
humans could not control it, with Hawking theorizing that
this could "spell the end of the human race".[258]

One proposal to deal with this is to ensure that the first
generally intelligent AI is 'Friendly AI', and will then be
able to control subsequently developed AIs. Some ques-
tion whether this kind of check could really remain in
place.
Leading AI researcher Rodney Brooks writes, “I think it
is a mistake to be worrying about us developing malevo-
lent AI anytime in the next few hundred years. I think the
worry stems from a fundamental error in not distinguish-
ing the difference between the very real recent advances
in a particular aspect of AI, and the enormity and com-
plexity of building sentient volitional intelligence.”[259]

2.7.3 Machine consciousness, sentience
and mind

Main article: Artificial consciousness

If an AI system replicates all key aspects of human in-
telligence, will that system also be sentient – will it have
a mind which has conscious experiences? This question
is closely related to the philosophical problem as to the
nature of human consciousness, generally referred to as
the hard problem of consciousness.

Consciousness

Main articles: Hard problem of consciousness and
Theory of mind

Computationalism and functionalism

Main articles: Computationalism and Functionalism
(philosophy of mind)

Computationalism is the position in the philosophy of
mind that the human mind or the human brain (or both)
is an information processing system and that thinking is
a form of computing.[260] Computationalism argues that
the relationship betweenmind and body is similar or iden-
tical to the relationship between software and hardware
and thus may be a solution to the mind-body problem.
This philosophical position was inspired by the work of
AI researchers and cognitive scientists in the 1960s and
was originally proposed by philosophers Jerry Fodor and
Hilary Putnam.

Strong AI hypothesis

Main article: Chinese room

The philosophical position that John Searle has named
“strong AI” states: “The appropriately programmed com-
puter with the right inputs and outputs would thereby
have a mind in exactly the same sense human beings
have minds.”[261] Searle counters this assertion with his
Chinese room argument, which asks us to look inside the
computer and try to find where the “mind” might be.[262]

Robot rights

Main article: Robot rights

Mary Shelley's Frankenstein considers a key issue in the
ethics of artificial intelligence: if a machine can be cre-
ated that has intelligence, could it also feel? If it can feel,
does it have the same rights as a human? The idea also
appears in modern science fiction, such as the film A.I.:
Artificial Intelligence, in which humanoid machines have
the ability to feel emotions. This issue, now known as
"robot rights", is currently being considered by, for exam-
ple, California’s Institute for the Future, although many
critics believe that the discussion is premature.[263] The
subject is profoundly discussed in the 2010 documentary
film Plug & Pray.[264]

2.7.4 Superintelligence

Main article: Superintelligence

Are there limits to how intelligent machines – or human-
machine hybrids – can be? A superintelligence, hyper-
intelligence, or superhuman intelligence is a hypothetical
agent that would possess intelligence far surpassing that
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of the brightest and most gifted human mind. ‘’Superin-
telligence’’ may also refer to the form or degree of intel-
ligence possessed by such an agent.[93]

Technological singularity

Main articles: Technological singularity and Moore’s law

If research into Strong AI produced sufficiently intelli-
gent software, it might be able to reprogram and im-
prove itself. The improved software would be even
better at improving itself, leading to recursive self-
improvement.[265] The new intelligence could thus in-
crease exponentially and dramatically surpass humans.
Science fiction writer Vernor Vinge named this sce-
nario "singularity".[266] Technological singularity is when
accelerating progress in technologies will cause a run-
away effect wherein artificial intelligence will exceed
human intellectual capacity and control, thus radically
changing or even ending civilization. Because the ca-
pabilities of such an intelligence may be impossible to
comprehend, the technological singularity is an occur-
rence beyond which events are unpredictable or even
unfathomable.[266][93]

Ray Kurzweil has used Moore’s law (which describes the
relentless exponential improvement in digital technology)
to calculate that desktop computers will have the same
processing power as human brains by the year 2029, and
predicts that the singularity will occur in 2045.[266]

Transhumanism

Main article: Transhumanism

You awake one morning to find your brain
has another lobe functioning. Invisible, this
auxiliary lobe answers your questions with
information beyond the realm of your own
memory, suggests plausible courses of action,
and asks questions that help bring out relevant
facts. You quickly come to rely on the new
lobe so much that you stop wondering how it
works. You just use it. This is the dream of
artificial intelligence.
— Byte, April 1985[267]

Robot designer Hans Moravec, cyberneticist Kevin War-
wick and inventor Ray Kurzweil have predicted that hu-
mans and machines will merge in the future into cyborgs
that are more capable and powerful than either.[268] This
idea, called transhumanism, which has roots in Aldous
Huxley and Robert Ettinger, has been illustrated in fic-
tion as well, for example in the manga Ghost in the Shell
and the science-fiction series Dune.

In the 1980s artist Hajime Sorayama's Sexy Robots series
were painted and published in Japan depicting the actual
organic human form with lifelike muscular metallic skins
and later “the Gynoids” book followed that was used by
or influenced movie makers including George Lucas and
other creatives. Sorayama never considered these organic
robots to be real part of nature but always unnatural prod-
uct of the humanmind, a fantasy existing in themind even
when realized in actual form.
Edward Fredkin argues that “artificial intelligence is the
next stage in evolution”, an idea first proposed by Samuel
Butler's "Darwin among the Machines" (1863), and ex-
panded upon by George Dyson in his book of the same
name in 1998.[269]

2.8 In fiction

Main article: Artificial intelligence in fiction

Thought-capable artificial beings have appeared as story-
telling devices since antiquity.[13]

The implications of a constructed machine exhibiting
artificial intelligence have been a persistent theme in
science fiction since the twentieth century. Early stories
typically revolved around intelligent robots. The word
“robot” itself was coined by Karel Čapek in his 1921
play R.U.R., the title standing for "Rossum’s Universal
Robots". Later, the SF writer Isaac Asimov developed
the Three Laws of Robotics which he subsequently ex-
plored in a long series of robot stories. Asimov’s laws
are often brought up during layman discussions of ma-
chine ethics;[270] while almost all artificial intelligence re-
searchers are familiar with Asimov’s laws through popu-
lar culture, they generally consider the laws useless for
many reasons, one of which is their ambiguity.[271]

The novel Do Androids Dream of Electric Sheep?, by
Philip K. Dick, tells a science fiction story about Androids
and humans clashing in a futuristic world. Elements of
artificial intelligence include the empathy box, mood or-
gan, and the androids themselves. Throughout the novel,
Dick portrays the idea that human subjectivity is altered
by technology created with artificial intelligence.[272]

Nowadays AI is firmly rooted in popular culture; intel-
ligent robots appear in innumerable works. HAL, the
murderous computer in charge of the spaceship in 2001:
A Space Odyssey (1968), is an example of the common
“robotic rampage” archetype in science fiction movies.
The Terminator (1984) and The Matrix (1999) provide
additional widely familiar examples. In contrast, the rare
loyal robots such as Gort from The Day the Earth Stood
Still (1951) and Bishop fromAliens (1986) are less promi-
nent in popular culture.[273]
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2.9 See also
• Abductive reasoning

• Case-based reasoning

• Commonsense reasoning

• Emergent algorithm

• Evolutionary computing

• Glossary of artificial intelligence

• Machine learning

• Mathematical optimization

• Soft computing

• Swarm intelligence

2.10 Notes
[1] The intelligent agent paradigm:

• Russell & Norvig 2003, pp. 27, 32–58, 968–972
• Poole, Mackworth & Goebel 1998, pp. 7–21
• Luger & Stubblefield 2004, pp. 235–240
• Hutter 2005, pp. 125–126

The definition used in this article, in terms of goals, ac-
tions, perception and environment, is due to Russell &
Norvig (2003). Other definitions also include knowledge
and learning as additional criteria.

[2] Russell & Norvig 2009, p. 2.

[3] Schank, Roger C. (1991). “Where’s theAI”. AImagazine.
Vol. 12 no. 4. p. 38.

[4] Russell & Norvig 2009.

[5] “AlphaGo - Google DeepMind”.

[6] Pamela McCorduck (2004, pp. 424) writes of “the rough
shattering of AI in subfields—vision, natural language, de-
cision theory, genetic algorithms, robotics ... and these
with own sub-subfield—that would hardly have anything
to say to each other.”

[7] This list of intelligent traits is based on the topics covered
by the major AI textbooks, including:

• Russell & Norvig 2003
• Luger & Stubblefield 2004
• Poole, Mackworth & Goebel 1998
• Nilsson 1998
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[44] Intractability and efficiency and the combinatorial explo-
sion:

• Russell & Norvig 2003, pp. 9, 21–22

[45] Psychological evidence of sub-symbolic reasoning:

• Wason & Shapiro (1966) showed that people do
poorly on completely abstract problems, but if the
problem is restated to allow the use of intuitive
social intelligence, performance dramatically im-
proves. (See Wason selection task)

• Kahneman, Slovic & Tversky (1982) have shown
that people are terrible at elementary problems that
involve uncertain reasoning. (See list of cognitive
biases for several examples).

• Lakoff & Núñez (2000) have controversially ar-
gued that even our skills at mathematics depend on
knowledge and skills that come from “the body”,
i.e. sensorimotor and perceptual skills. (SeeWhere
Mathematics Comes From)

[46] Knowledge representation:

• ACM 1998, I.2.4,
• Russell & Norvig 2003, pp. 320–363,
• Poole, Mackworth & Goebel 1998, pp. 23–46, 69–
81, 169–196, 235–277, 281–298, 319–345,

• Luger & Stubblefield 2004, pp. 227–243,
• Nilsson 1998, chpt. 18

[47] Knowledge engineering:

• Russell & Norvig 2003, pp. 260–266,
• Poole, Mackworth & Goebel 1998, pp. 199–233,
• Nilsson 1998, chpt. ≈17.1–17.4

[48] Representing categories and relations: Semantic net-
works, description logics, inheritance (including frames
and scripts):

• Russell & Norvig 2003, pp. 349–354,
• Poole, Mackworth & Goebel 1998, pp. 174–177,
• Luger & Stubblefield 2004, pp. 248–258,
• Nilsson 1998, chpt. 18.3

[49] Representing events and time:Situation calculus, event
calculus, fluent calculus (including solving the frame prob-
lem):

• Russell & Norvig 2003, pp. 328–341,
• Poole, Mackworth & Goebel 1998, pp. 281–298,
• Nilsson 1998, chpt. 18.2

[50] Causal calculus:

• Poole, Mackworth & Goebel 1998, pp. 335–337

[51] Representing knowledge about knowledge: Belief calcu-
lus, modal logics:

• Russell & Norvig 2003, pp. 341–344,
• Poole, Mackworth & Goebel 1998, pp. 275–277

[52] Ontology:

• Russell & Norvig 2003, pp. 320–328

[53] Qualification problem:

• McCarthy & Hayes 1969
• Russell & Norvig 2003

While McCarthy was primarily concerned with issues in
the logical representation of actions, Russell & Norvig
2003 apply the term to the more general issue of default
reasoning in the vast network of assumptions underlying
all our commonsense knowledge.

[54] Default reasoning and default logic, non-monotonic log-
ics, circumscription, closed world assumption, abduction
(Poole et al. places abduction under “default reasoning”.
Luger et al. places this under “uncertain reasoning”):

• Russell & Norvig 2003, pp. 354–360,
• Poole, Mackworth & Goebel 1998, pp. 248–256,
323–335,

• Luger & Stubblefield 2004, pp. 335–363,
• Nilsson 1998, ~18.3.3

[55] Breadth of commonsense knowledge:

• Russell & Norvig 2003, p. 21,
• Crevier 1993, pp. 113–114,
• Moravec 1988, p. 13,
• Lenat & Guha 1989 (Introduction)

[56] Dreyfus & Dreyfus 1986.

[57] Gladwell 2005.

[58] Expert knowledge as embodied intuition:

• Dreyfus & Dreyfus 1986 (Hubert Dreyfus is a
philosopher and critic of AI who was among the
first to argue that most useful human knowledge was
encoded sub-symbolically. See Dreyfus’ critique of
AI)

• Gladwell 2005 (Gladwell’s Blink is a popular intro-
duction to sub-symbolic reasoning and knowledge.)

• Hawkins & Blakeslee 2005 (Hawkins argues that
sub-symbolic knowledge should be the primary fo-
cus of AI research.)

[59] Planning:

• ACM 1998, ~I.2.8,
• Russell & Norvig 2003, pp. 375–459,
• Poole, Mackworth & Goebel 1998, pp. 281–316,
• Luger & Stubblefield 2004, pp. 314–329,
• Nilsson 1998, chpt. 10.1–2, 22

[60] Information value theory:

• Russell & Norvig 2003, pp. 600–604

[61] Classical planning:
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[94] Gerald Edelman, Igor Aleksander and others have ar-
gued that artificial consciousness is required for strong AI.
(Aleksander 1995; Edelman 2007)

[95] Artificial brain arguments: AI requires a simulation of the
operation of the human brain

• Russell & Norvig 2003, p. 957
• Crevier 1993, pp. 271 and 279

A few of the people who make some form of the argu-
ment:

• Moravec 1988
• Kurzweil 2005, p. 262
• Hawkins & Blakeslee 2005

The most extreme form of this argument (the brain re-
placement scenario) was put forward by Clark Glymour
in the mid-1970s and was touched on by Zenon Pylyshyn
and John Searle in 1980.

[96] AI complete: Shapiro 1992, p. 9

[97] Nils Nilsson writes: “Simply put, there is wide disagree-
ment in the field about what AI is all about” (Nilsson 1983,
p. 10).

[98] Biological intelligence vs. intelligence in general:

• Russell & Norvig 2003, pp. 2–3, who make the
analogy with aeronautical engineering.

• McCorduck 2004, pp. 100–101, who writes that
there are “two major branches of artificial intelli-
gence: one aimed at producing intelligent behav-
ior regardless of how it was accomplioshed, and the
other aimed at modeling intelligent processes found
in nature, particularly human ones.”

• Kolata 1982, a paper in Science, which describes
McCarthy’s indifference to biological models. Ko-
lata quotes McCarthy as writing: “This is AI, so we
don't care if it’s psychologically real”. McCarthy
recently reiterated his position at the AI@50 con-
ference where he said “Artificial intelligence is not,
by definition, simulation of human intelligence”
(Maker 2006).

[99] Neats vs. scruffies:

• McCorduck 2004, pp. 421–424, 486–489
• Crevier 1993, pp. 168
• Nilsson 1983, pp. 10–11

[100] Symbolic vs. sub-symbolic AI:

• Nilsson (1998, p. 7), who uses the term “sub-
symbolic”.

[101] Haugeland 1985, p. 255.

[102] Law 1994.

[103] Bach 2008.

[104] Shapiro, Stuart C. (1992), “Artificial Intelligence”, in Stu-
art C. Shapiro (ed.), Encyclopedia of Artificial Intelligence,
2nd edition (New York: John Wiley & Sons): 54-57. 4
December 2016.

[105] Haugeland 1985, pp. 112–117

[106] The most dramatic case of sub-symbolic AI being pushed
into the background was the devastating critique of
perceptrons by Marvin Minsky and Seymour Papert in
1969. See History of AI, AI winter, or Frank Rosenblatt.

[107] Cognitive simulation, Newell and Simon, AI at CMU
(then called Carnegie Tech):

• McCorduck 2004, pp. 139–179, 245–250, 322–
323 (EPAM)

• Crevier 1993, pp. 145–149

[108] Soar (history):

• McCorduck 2004, pp. 450–451
• Crevier 1993, pp. 258–263

[109] McCarthy and AI research at SAIL and SRI International:

• McCorduck 2004, pp. 251–259
• Crevier 1993

[110] AI research at Edinburgh and in France, birth of Prolog:

• Crevier 1993, pp. 193–196
• Howe 1994

[111] AI at MIT under Marvin Minsky in the 1960s :

• McCorduck 2004, pp. 259–305
• Crevier 1993, pp. 83–102, 163–176
• Russell & Norvig 2003, p. 19

[112] Cyc:

• McCorduck 2004, p. 489, who calls it “a deter-
minedly scruffy enterprise”

• Crevier 1993, pp. 239–243
• Russell & Norvig 2003, p. 363−365
• Lenat & Guha 1989

[113] Knowledge revolution:

• McCorduck 2004, pp. 266–276, 298–300, 314,
421

• Russell & Norvig 2003, pp. 22–23

[114] Embodied approaches to AI:

• McCorduck 2004, pp. 454–462
• Brooks 1990
• Moravec 1988

[115] Revival of connectionism:

• Crevier 1993, pp. 214–215
• Russell & Norvig 2003, p. 25
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Our Final Invention

Our Final Invention: Artificial Intelligence and the
End of the Human Era is a 2013 non-fiction book by
the American author James Barrat. The book discusses
the potential benefits and possible risks of human-level
or super-human artificial intelligence.[1] Those purported
risks include extermination of the human race.[2]

3.1 Summary

James Barrat weaves together explanations of AI con-
cepts, AI history, and interviews with prominent
AI researchers including Eliezer Yudkowsky and Ray
Kurzweil. The book starts with an account of how an
artificial general intelligence could become an artificial
super-intelligence through recursive self-improvement.
In subsequent chapters, the book covers the history of
AI, including an account of the work done by I. J. Good,
up to the work and ideas of researchers in the field today.
Throughout the book, Barrat takes a cautionary tone, fo-
cusing on the threats artificial super-intelligence poses
to human existence. Barrat emphasizes how difficult it
would be to control, or even to predict the actions of,
something that may become orders of magnitude more
intelligent than the most intelligent humans.

3.2 Reception

On 13 December 2013, journalist Matt Miller inter-
viewed Barrat for his podcast, “This... is interesting”.
The interview and related matters to Barrat’s book, Our
Final Invention, were then captured in Miller’s weekly
opinion piece for the Washington Post.[3]

Seth Baum, executive director of the Global Catastrophic
Risk Institute and one of the people cited by Barrat in his
book, reviewed the book favorably on Scientific Ameri-
can’s “invited guest” blog, calling it a welcome counter-
point to the vision articulated by RayKurzweil in his book
The Singularity is Near.[4]

Gary Marcus questions Barrat’s argument “that tenden-
cies toward self-preservation and resource acquisition are
inherent in any sufficiently complex, goal-driven system”,

noting that present-day AI does not have such drives,
but Marcus concedes “that the goals of machines could
change as they get smarter”, and he feels that “Barrat is
right to ask” about these important issues.[5]

Our Final Inventionwas aHuffington Post Definitive Tech
Book of 2013.[6]

3.3 See also

• Artificial intelligence

• Ethics of artificial intelligence

• Technological singularity

• AI box

• Friendly artificial intelligence
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Chapter 4

Internet of things

Drawing representing the Internet of things

The Internet of things (IoT) is the inter-networking of
physical devices, vehicles (also referred to as “connected
devices” and "smart devices"), buildings, and other
items—embedded with electronics, software, sensors,
actuators, and network connectivity that enable these
objects to collect and exchange data.[1][2][3] In 2013
the Global Standards Initiative on Internet of Things
(IoT-GSI) defined the IoT as “the infrastructure of the
information society.”[3] The IoT allows objects to be
sensed or controlled remotely across existing network
infrastructure,[4] creating opportunities for more direct
integration of the physical world into computer-based
systems, and resulting in improved efficiency, accuracy
and economic benefit in addition to reduced human
intervention.[5][6][7][8][9][10] When IoT is augmented with
sensors and actuators, the technology becomes an in-
stance of the more general class of cyber-physical sys-
tems, which also encompasses technologies such as smart
grids, virtual power plants, smart homes, intelligent trans-
portation and smart cities. Each thing is uniquely identi-
fiable through its embedded computing system but is able
to interoperate within the existing Internet infrastructure.
Experts estimate that the IoT will consist of almost 50
billion objects by 2020.[11]

Typically, IoT is expected to offer advanced connectiv-

ity of devices, systems, and services that goes beyond
machine-to-machine (M2M) communications and cov-
ers a variety of protocols, domains, and applications.[12]
The interconnection of these embedded devices (includ-
ing smart objects), is expected to usher in automation in
nearly all fields, while also enabling advanced applications
like a smart grid,[13] and expanding to areas such as smart
cities.[14][15]

“Things,” in the IoT sense, can refer to a wide va-
riety of devices such as heart monitoring implants,
biochip transponders on farm animals, electric clams
in coastal waters,[16] automobiles with built-in sensors,
DNA analysis devices for environmental/food/pathogen
monitoring[17] or field operation devices that assist fire-
fighters in search and rescue operations.[18] Legal scholars
suggest to look at “Things” as an “inextricable mixture of
hardware, software, data and service”.[19] These devices
collect useful data with the help of various existing tech-
nologies and then autonomously flow the data between
other devices.[20] Current market examples include home
automation (also known as smart home devices) such as
the control and automation of lighting, heating (like smart
thermostat), ventilation, air conditioning (HVAC) sys-
tems, and appliances such as washer/dryers, robotic vacu-
ums, air purifiers, ovens or refrigerators/freezers that use
Wi-Fi for remote monitoring.
As well as the expansion of Internet-connected automa-
tion into a plethora of new application areas, IoT is also
expected to generate large amounts of data from diverse
locations, with the consequent necessity for quick aggre-
gation of the data, and an increase in the need to index,
store, and process such data more effectively. IoT is one
of the platforms of today’s Smart City, and Smart Energy
Management Systems.[21][22]

The term “the Internet of Things” was coined by Kevin
Ashton of Procter & Gamble, later MIT’s Auto-ID Cen-
ter, in 1999.

4.1 History

As of 2016, the vision of the Internet of Things has
evolved due to a convergence of multiple technolo-
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gies, including ubiquitous wireless communication, real-
time analytics, machine learning, commodity sensors,
and embedded systems.[18] This means that the tradi-
tional fields of embedded systems, wireless sensor net-
works, control systems, automation (including home and
building automation), and others all contribute to en-
abling the Internet of things[23] (IoT).
The concept of a network of smart devices was dis-
cussed as early as 1982, with a modified Coke machine at
Carnegie Mellon University becoming the first Internet-
connected appliance,[24] able to report its inventory and
whether newly loaded drinks were cold.[25]MarkWeiser's
seminal 1991 paper on ubiquitous computing, “The Com-
puter of the 21st Century”, as well as academic venues
such as UbiComp and PerCom produced the contempo-
rary vision of IoT.[26][27] In 1994 Reza Raji described the
concept in IEEE Spectrum as "[moving] small packets of
data to a large set of nodes, so as to integrate and automate
everything from home appliances to entire factories”.[28]
Between 1993 and 1996 several companies proposed so-
lutions like Microsoft's at Work or Novell's NEST. How-
ever, only in 1999 did the field start gatheringmomentum.
Bill Joy envisioned Device to Device (D2D) communica-
tion as part of his “SixWebs” framework, presented at the
World Economic Forum at Davos in 1999.[29]

The concept of the Internet of Things became popular
in 1999, through the Auto-ID Center at MIT and related
market-analysis publications.[30] Radio-frequency identi-
fication (RFID) was seen by Kevin Ashton (one of the
founders of the original Auto-ID Center) as a prerequisite
for the Internet of things at that point.[31] Ashton prefers
the phrase “Internet for Things.”[32] If all objects and
people in daily life were equipped with identifiers, com-
puters could manage and inventory them.[33][34][35] Be-
sides using RFID, the tagging of things may be achieved
through such technologies as near field communication,
barcodes, QR codes and digital watermarking.[36][37]

In its original interpretation, one of the first consequences
of implementing the Internet of things by equipping all
objects in the world with minuscule identifying devices or
machine-readable identifiers would be to transform daily
life.[38][39] For instance, instant and ceaseless inventory
control would become ubiquitous.[39] A person’s ability
to interact with objects could be altered remotely based
on immediate or present needs, in accordance with ex-
isting end-user agreements.[31] For example, such tech-
nology could grant motion-picture publishers much more
control over end-user private devices by remotely en-
forcing copyright restrictions and digital rights manage-
ment, so the ability of a customer who bought a Blu-ray
disc to watch the movie could become dependent on the
copyright holder’s decision, similar to Circuit City’s failed
DIVX.

A Nest learning thermostat reporting on energy usage and local
weather

A 2012 Internet refrigerator from LG
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4.2 Applications

According to Gartner, Inc. (a technology research and
advisory corporation), there will be nearly 20.8 billion de-
vices on the Internet of things by 2020.[40] ABI Research
estimates that more than 30 billion devices will be wire-
lessly connected to the Internet of things by 2020.[41] As
per a 2014 survey and study done by Pew Research Inter-
net Project, a large majority of the technology experts and
engaged Internet users who responded—83 percent—
agreed with the notion that the Internet/Cloud of Things,
embedded and wearable computing (and the correspond-
ing dynamic systems[42]) will have widespread and ben-
eficial effects by 2025.[43] As such, it is clear that the
IoT will consist of a very large number of devices be-
ing connected to the Internet.[44] In an active move to
accommodate new and emerging technological innova-
tion, the UKGovernment, in their 2015 budget, allocated
£40,000,000 towards research into the Internet of things.
The former British Chancellor of the Exchequer George
Osborne, posited that the Internet of things is the next
stage of the information revolution and referenced the
inter-connectivity of everything from urban transport to
medical devices to household appliances.[45]

The ability to network embedded devices with limited
CPU, memory and power resources means that IoT finds
applications in nearly every field.[46] Such systems could
be in charge of collecting information in settings rang-
ing from natural ecosystems to buildings and factories,[47]
thereby finding applications in fields of environmental
sensing and urban planning.[48]

On the other hand, IoT systems could also be responsible
for performing actions, not just sensing things. Intelligent
shopping systems, for example, could monitor specific
users’ purchasing habits in a store by tracking their spe-
cific mobile phones. These users could then be provided
with special offers on their favorite products, or even lo-
cation of items that they need, which their fridge has auto-
matically conveyed to the phone.[49][50] Additional exam-
ples of sensing and actuating are reflected in applications
that deal with heat, water, electricity and energy man-
agement, as well as cruise-assisting transportation sys-
tems.[51][52] Other applications that the Internet of things
can provide is enabling extended home security features
and home automation.[53] The concept of an “Internet of
living things” has been proposed to describe networks of
biological sensors that could use cloud-based analyses to
allow users to study DNA or other molecules.[54][55]

However, the application of the IoT is not only restricted
to these areas. Other specialized use cases of the IoTmay
also exist. An overview of some of the most prominent
application areas is provided here.

4.2.1 Media

In order to hone the manner in which things, media and
big data are interconnected, it is first necessary to provide
some context into the mechanism used for media pro-
cess. It has been suggested by Nick Couldry and Joseph
Turow that practitioners in media approach big data as
many actionable points of information about millions of
individuals. The industry appears to be moving away
from the traditional approach of using specific media en-
vironments such as newspapers, magazines, or television
shows and instead tap into consumers with technologies
that reach targeted people at optimal times in optimal lo-
cations. The ultimate aim is of course to serve, or con-
vey, a message or content that is (statistically speaking) in
line with the consumer’s mindset. For example, publish-
ing environments are increasingly tailoring the messages
(advertisements) and content (articles) to appeal to con-
sumers that have been exclusively gleaned through vari-
ous data-mining activities.[56]

The media industries process big data in a dual, intercon-
nected manner:

• Targeting of consumers (for advertising by mar-
keters)

• Data-capture

Thus, the Internet of things creates an opportunity to
measure, collect and analyse an ever-increasing variety of
behavioural statistics. Cross-correlation of this data could
revolutionise the targeted marketing of products and
services.[57] For example, as noted by Danny Meadows-
Klue, the combination of analytics for conversion track-
ing with behavioural targeting has unlocked a new level of
precision that enables display advertising to be focused on
the devices of people with relevant interests.[58] Big data
and the IoT work in conjunction. From a media perspec-
tive, data is the key derivative of device interconnectivity,
whilst being pivotal in allowing clearer accuracy in target-
ing. The Internet of things therefore transforms themedia
industry, companies and even governments, opening up a
new era of economic growth and competitiveness.[59] The
wealth of data generated by this industry (i.e. big data)
will allow practitioners in advertising and media to gain
an elaborate layer on the present targeting mechanisms
used by the industry.

4.2.2 Environmental monitoring

Environmental monitoring applications of the IoT typi-
cally use sensors to assist in environmental protection[60]
by monitoring air or water quality,[16] atmospheric or soil
conditions,[61] and can even include areas like monitoring
the movements of wildlife and their habitats.[62] Develop-
ment of resource constrained devices connected to the In-
ternet also means that other applications like earthquake
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or tsunami early-warning systems can also be used by
emergency services to provide more effective aid. IoT de-
vices in this application typically span a large geographic
area and can also bemobile.[47] It has been argued that the
standardization IoT brings to wireless sensing will revo-
lutionize this area.[63]

4.2.3 Infrastructure management

Monitoring and controlling operations of urban and ru-
ral infrastructures like bridges, railway tracks, on- and
offshore- wind-farms is a key application of the IoT.[64]
The IoT infrastructure can be used for monitoring any
events or changes in structural conditions that can com-
promise safety and increase risk. It can also be used
for scheduling repair and maintenance activities in an ef-
ficient manner, by coordinating tasks between different
service providers and users of these facilities.[47] IoT de-
vices can also be used to control critical infrastructure like
bridges to provide access to ships. Usage of IoT devices
for monitoring and operating infrastructure is likely to
improve incident management and emergency response
coordination, and quality of service, up-times and reduce
costs of operation in all infrastructure related areas.[65]
Even areas such as waste management can benefit from
automation and optimization that could be brought in by
the IoT.[66]

4.2.4 Manufacturing

Network control and management of manufacturing
equipment, asset and situation management, or manu-
facturing process control bring the IoT within the realm
of industrial applications and smart manufacturing as
well.[67] The IoT intelligent systems enable rapid man-
ufacturing of new products, dynamic response to prod-
uct demands, and real-time optimization of manufactur-
ing production and supply chain networks, by networking
machinery, sensors and control systems together.[47]

Digital control systems to automate process controls, op-
erator tools and service information systems to optimize
plant safety and security are within the purview of the
IoT.[64] But it also extends itself to asset management
via predictive maintenance, statistical evaluation, and
measurements to maximize reliability.[68] Smart indus-
trial management systems can also be integrated with the
Smart Grid, thereby enabling real-time energy optimiza-
tion. Measurements, automated controls, plant optimiza-
tion, health and safety management, and other functions
are provided by a large number of networked sensors.[47]

National Science Foundation established an Indus-
try/University Cooperative Research Center on intelligent
maintenance systems (IMS) in 2001 with a research fo-
cus to use IoT-based predictive analytics technologies
to monitor connected machines and to predict machine
degradation, and further to prevent potential failures.[69]

The vision to achieve near-zero breakdown using IoT-
based predictive analytics led the future development of
e-manufacturing and e-maintenance activities.[70]

The term IIoT (Industrial Internet of Things) is often en-
countered in the manufacturing industries, referring to
the industrial subset of the IoT. IIoT in manufacturing
would probably generate so much business value that it
will eventually lead to the fourth industrial revolution, so
the so-called Industry 4.0. It is estimated that in the fu-
ture, successful companies will be able to increase their
revenue through Internet of things by creating new busi-
ness models and improve productivity, exploit analytics
for innovation, and transform workforce.[71] The poten-
tial of growth by implementing IIoT will generate $12
trillion of global GDP by 2030.[71]

Design architecture of cyber-physical systems-enabled manufac-
turing system[72]

While connectivity and data acquisition are imperative
for IIoT, they should not be the purpose, rather the foun-
dation and path to something bigger. Among all the
technologies, predictive maintenance is probably a rel-
atively “easier win” since it is applicable to existing as-
sets and management systems. The objective of intelli-
gent maintenance systems is to reduce unexpected down-
time and increase productivity. And to realize that alone
would generate around up to 30% over total maintenance
costs.[71] Industrial big data analytics will play a vital role
in manufacturing asset predictive maintenance, although
that is not the only capability of industrial big data.[73][74]
Cyber-physical systems (CPS) is the core technology of
industrial big data and it will be an interface between hu-
man and the cyber world. Cyber-physical systems can
be designed by following the 5C (connection, conver-
sion, cyber, cognition, configuration) architecture,[72] and
it will transform the collected data into actionable infor-
mation, and eventually interfere with the physical assets
to optimize processes.
An IoT-enabled intelligent system of such cases has been
demonstrated by the NSF Industry/University Collabora-
tive Research Center for Intelligent Maintenance Systems
(IMS) at University of Cincinnati on a band saw machine
in IMTS 2014 in Chicago.[75] Band saw machines are
not necessarily expensive, but the band saw belt expenses
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are enormous since they degrade much faster. However,
without sensing and intelligent analytics, it can be only de-
termined by experience when the band saw belt will actu-
ally break. The developed prognostics system will be able
to recognize and monitor the degradation of band saw
belts even if the condition is changing, so that users will
know in near real time when is the best time to replace
band saw. This will significantly improve user experience
and operator safety, and save costs on replacing band saw
belts before they actually break. The developed analytical
algorithms were realized on a cloud server, and was made
accessible via the Internet and on mobile devices.[75]

4.2.5 Energy management

Integration of sensing and actuation systems, connected
to the Internet, is likely to optimize energy consump-
tion as a whole.[47] It is expected that IoT devices will
be integrated into all forms of energy consuming devices
(switches, power outlets, bulbs, televisions, etc.) and be
able to communicate with the utility supply company in
order to effectively balance power generation and energy
usage.[76] Such devices would also offer the opportunity
for users to remotely control their devices, or centrally
manage them via a cloud based interface, and enable ad-
vanced functions like scheduling (e.g., remotely power-
ing on or off heating systems, controlling ovens, changing
lighting conditions etc.).[47]

Besides home based energy management, the IoT is es-
pecially relevant to the Smart Grid since it provides sys-
tems to gather and act on energy and power-related in-
formation in an automated fashion with the goal to im-
prove the efficiency, reliability, economics, and sustain-
ability of the production and distribution of electricity.[76]
Using advanced metering infrastructure (AMI) devices
connected to the Internet backbone, electric utilities can
not only collect data from end-user connections, but also
manage other distribution automation devices like trans-
formers and reclosers.[47]

4.2.6 Medical and healthcare

IoT devices can be used to enable remote health moni-
toring and emergency notification systems. These health
monitoring devices can range from blood pressure and
heart rate monitors to advanced devices capable of mon-
itoring specialized implants, such as pacemakers Fitbit
electronic wristbands or advanced hearing aids.[47] Some
hospitals have begun implementing “smart beds” that can
detect when they are occupied and when a patient is at-
tempting to get up. It can also adjust itself to ensure ap-
propriate pressure and support is applied to the patient
without the manual interaction of nurses.[77] Specialized
sensors can also be equipped within living spaces to mon-
itor the health and general well-being of senior citizens,
while also ensuring that proper treatment is being ad-

ministered and assisting people regain lost mobility via
therapy as well.[78] Other consumer devices to encourage
healthy living, such as, connected scales or wearable heart
monitors, are also a possibility with the IoT.[79] More
and more end-to-end health monitoring IoT platforms are
coming up for antenatal and chronic patients, helping one
manage health vitals and recurring medication require-
ments.

4.2.7 Building and home automation

IoT devices can be used to monitor and control the me-
chanical, electrical and electronic systems used in vari-
ous types of buildings (e.g., public and private, indus-
trial, institutions, or residential)[47] in home automation
and building automation systems.

4.2.8 Transportation

Digital variable speed-limit sign

The IoT can assist in integration of communica-
tions, control, and information processing across various
transportation systems. Application of the IoT extends to
all aspects of transportation systems (i.e. the vehicle, the
infrastructure, and the driver or user). Dynamic inter-
action between these components of a transport system
enables inter and intra vehicular communication, smart
traffic control, smart parking, electronic toll collection
systems, logistic and fleet management, vehicle control,
and safety and road assistance.[47]
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4.2.9 Metropolitan scale deployments

There are several planned or ongoing large-scale deploy-
ments of the IoT, to enable better management of cities
and systems. For example, Songdo, South Korea, the first
of its kind fully equipped and wired smart city, is near
completion. Nearly everything in this city is planned to
be wired, connected and turned into a constant stream of
data that would be monitored and analyzed by an array of
computers with little, or no human intervention.
Another application is a currently undergoing project in
Santander, Spain. For this deployment, two approaches
have been adopted. This city of 180,000 inhabitants, has
already seen 18,000 city application downloads for their
smartphones. This application is connected to 10,000
sensors that enable services like parking search, envi-
ronmental monitoring, digital city agenda among others.
City context information is used in this deployment so
as to benefit merchants through a spark deals mechanism
based on city behavior that aims at maximizing the im-
pact of each notification.[80]

Other examples of large-scale deployments under-
way include the Sino-Singapore Guangzhou Knowledge
City;[81] work on improving air and water quality, re-
ducing noise pollution, and increasing transportation ef-
ficiency in San Jose, California;[82] and smart traffic
management in western Singapore.[83] French company,
Sigfox, commenced building an ultra-narrowband wire-
less data network in the San Francisco Bay Area in 2014,
the first business to achieve such a deployment in the
U.S.[84][85] It subsequently announced it would set up a
total of 4000 base stations to cover a total of 30 cities in
the U.S. by the end of 2016, making it the largest IoT
network coverage provider in the country thus far.[86][87]

Another example of a large deployment is the one com-
pleted by New YorkWaterways in New York City to con-
nect all the city’s vessels and be able to monitor them
live 24/7. The network was designed and engineered
by Fluidmesh Networks, a Chicago-based company de-
veloping wireless networks for critical applications. The
NYWW network is currently providing coverage on the
Hudson River, East River, and Upper New York Bay.
With the wireless network in place, NYWaterway is able
to take control of its fleet and passengers in a way that was
not previously possible. New applications can include se-
curity, energy and fleet management, digital signage, pub-
lic Wi-Fi, paperless ticketing and others.[88]

4.2.10 Consumer application

A growing portion of IoT devices are created for con-
sumer use. Examples of consumer applications in-
clude connected car, entertainment, residences and smart
homes, wearable technology, quantified self, connected
health, and smart retail. Consumer IoT provides new op-
portunities for user experience and interfaces.

Some consumer applications have been criticized for their
lack of redundancy and their inconsistency, leading to a
popular parody known as the “Internet of Shit.”[89] Com-
panies have been criticized for their rush into IoT, creat-
ing devices of questionable value,[90] and not setting up
stringent security standards.[91]

4.3 Unique addressability of things

The original idea of the Auto-ID Center is based
on RFID-tags and unique identification through the
Electronic Product Code however this has evolved into
objects having an IP address or URI.
An alternative view, from the world of the Semantic
Web[92] focuses instead on making all things (not just
those electronic, smart, or RFID-enabled) addressable by
the existing naming protocols, such as URI. The objects
themselves do not converse, but they may now be referred
to by other agents, such as powerful centralized servers
acting for their human owners.
Integration with the Internet implies that devices will use
an IP address as a unique identifier. Due to the limited ad-
dress space of IPv4 (which allows for 4.3 billion unique
addresses), objects in the IoT will have to use the next
generation of the Internet protocol (IPv6) to scale to the
extremely large address space required.[93] [94] [95] Inter-
net of things devices additionally will benefit from the
stateless address auto-configuration present in IPv6,[96]
as it reduces the configuration overhead on the hosts,[94]
and the IETF 6LoWPAN header compression. To a large
extent, the future of the Internet of things will not be
possible without the support of IPv6; and consequently
the global adoption of IPv6 in the coming years will be
critical for the successful development of the IoT in the
future.[95]

A combination of these ideas can be found in the current
GS1/EPCglobal EPC Information Services[97] (EPCIS)
specifications. This system is being used to identify ob-
jects in industries ranging from aerospace to fast moving
consumer products and transportation logistics.[98]

4.4 Trends and characteristics

4.4.1 Intelligence

Ambient intelligence and autonomous control are not part
of the original concept of the Internet of things. Ambi-
ent intelligence and autonomous control do not necessar-
ily require Internet structures, either. However, there is a
shift in research to integrate the concepts of the Internet
of things and autonomous control, with initial outcomes
towards this direction considering objects as the driving
force for autonomous IoT.
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In the future the Internet of things may be a non-
deterministic and open network in which auto-organized
or intelligent entities (Web services, SOA components),
virtual objects (avatars) will be interoperable and able
to act independently (pursuing their own objectives or
shared ones) depending on the context, circumstances or
environments. Autonomous behavior through the collec-
tion and reasoning of context information as well as the
objects ability to detect changes in the environment, faults
affecting sensors and introduce suitable mitigation mea-
sures constitute a major research trend,[99] clearly needed
to provide credibility to the IoT technology. Modern IoT
products and solutions in the marketplace use a variety
of different technologies to support such context-aware
automation but more sophisticated forms of intelligence
are requested to permit sensor units to be deployed in real
environments.

4.4.2 Architecture

The system will likely be an example of event-driven ar-
chitecture,[100] bottom-up made (based on the context of
processes and operations, in real-time) and will consider
any subsidiary level. Therefore, model driven and func-
tional approaches will coexist with new ones able to treat
exceptions and unusual evolution of processes (multi-
agent systems, B-ADSc, etc.).
In an Internet of things, the meaning of an event will not
necessarily be based on a deterministic or syntactic model
but would instead be based on the context of the event it-
self: this will also be a semantic web.[101] Consequently,
it will not necessarily need common standards that would
not be able to address every context or use: some actors
(services, components, avatars) will accordingly be self-
referenced and, if ever needed, adaptive to existing com-
mon standards (predicting everything would be no more
than defining a “global finality” for everything that is just
not possible with any of the current top-down approaches
and standardizations).
Building on top of the Internet of things, the web of things
is an architecture for the application layer of the Internet
of things looking at the convergence of data from IoT

devices into Web applications to create innovative use-
cases. In order to program and control the flow of in-
formation in the Internet of things, a predicted architec-
tural direction is being called BPMEverywhere which is a
blending of traditional process management with process
mining and special capabilities to automate the control of
large numbers of coordinated devices.

Network architecture

[102]

The Internet of things requires huge scalability in the net-
work space to handle the surge of devices. IETF 6LoW-
PAN would be used to connect devices to IP networks.
With billions of devices[40] being added to the Internet
space, IPv6 will play a major role in handling the network
layer scalability. IETF’s Constrained Application Proto-
col, MQTT and ZeroMQ would provide lightweight data
transport.
Fog computing is a viable alternative to prevent such large
burst of data flow through Internet.[103] The edge devices'
computation power can be used to analyse and process
data, thus providing easy real time scalability.

4.4.3 Complexity

In semi-open or closed loops (i.e. value chains, whenever
a global finality can be settled) IoT will often be con-
sidered and studied as a complex system[104] due to the
huge number of different links, interactions between au-
tonomous actors, and its capacity to integrate new actors.
At the overall stage (full open loop) it will likely be seen
as a chaotic environment (since systems always have final-
ity). As a practical approach, not all elements in the In-
ternet of things run in a global, public space. Subsystems
are often implemented to mitigate the risks of privacy,
control and reliability. For example, Domestic Robotics
(Domotics) running inside a smart homemight only share
data within and be available via a local network.

4.4.4 Size considerations

The Internet of things would encode 50 to 100 trillion
objects, and be able to follow the movement of those ob-
jects. Human beings in surveyed urban environments are
each surrounded by 1000 to 5000 trackable objects.[105]

4.4.5 Space considerations

In the Internet of things, the precise geographic location
of a thing—and also the precise geographic dimensions
of a thing—will be critical.[106] Therefore, facts about a
thing, such as its location in time and space, have been
less critical to track because the person processing the
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information can decide whether or not that information
was important to the action being taken, and if so, add
the missing information (or decide to not take the ac-
tion). (Note that some things in the Internet of things will
be sensors, and sensor location is usually important.[107])
The GeoWeb and Digital Earth are promising applica-
tions that become possible when things can become or-
ganized and connected by location. However, the chal-
lenges that remain include the constraints of variable spa-
tial scales, the need to handle massive amounts of data,
and an indexing for fast search and neighbor operations.
In the Internet of things, if things are able to take actions
on their own initiative, this human-centric mediation role
is eliminated. Thus, the time-space context that we as hu-
mans take for granted must be given a central role in this
information ecosystem. Just as standards play a key role
in the Internet and theWeb, geospatial standards will play
a key role in the Internet of things.

4.4.6 Sectors

There are three core sectors of the IoT: enterprise, home,
and government, with the Enterprise Internet of Things
(EIoT) being the largest of the three. By 2019, the EIoT
sector is estimated to account for nearly 40% or 9.1 bil-
lion devices.[108]

4.4.7 A Solution to “basket of remotes”

According to the CEO of Cisco, the commercial opportu-
nity for “connected products ranging from cars to house-
hold goods” is expected to be a $USD 19 trillion.[109]
Many IoT devices have a potential to take a piece of this
market. Jean-Louis Gassée (Apple initial alumni team,
and BeOS co-founder) has addressed this topic in an arti-
cle on Monday Note,[110] where he predicts that the most
likely problem will be what he calls the “basket of re-
motes” problem, where we'll have hundreds of applica-
tions to interface with hundreds of devices that don't share
protocols for speaking with one another.
There are multiple approaches to solve this problem, one
of them called the “predictive interaction”,[111] where
cloud or fog based decision makers will predict the user’s
next action and trigger some reaction.
For user interaction, new technology leaders are joining
forces to create standards for communication between de-
vices. While AllJoyn alliance is composed of the top 20
World technology leaders, there are also big companies
that promote their own protocol like CCF from Intel.
Manufacturers are becoming more conscious of this
problem, and many companies have begun releasing their
devices with open APIs. Many of these APIs are used by
smaller companies looking to take advantage of quick in-
tegration.

4.5 Frameworks

IoT frameworks might help support the interaction be-
tween “things” and allow formore complex structures like
distributed computing and the development of distributed
applications. Currently, some IoT frameworks seem
to focus on real-time data logging solutions like Jasper
Technologies, Inc. and Xively (formerly Cosm and be-
fore that Pachube), offering some basis to work with
many “things” and have them interact. Future develop-
ments might lead to specific software-development envi-
ronments to create the software to work with the hard-
ware used in the Internet of things. Companies are devel-
oping technology platforms to provide this type of func-
tionality for the Internet of things. Newer platforms are
being developed, which add more intelligence. Foremost,
IBM has announced cognitive IoT, which combines tradi-
tional IoTwithmachine intelligence and learning, contex-
tual information, industry-specific models, and even nat-
ural language processing. The XMPP Standards Founda-
tion (XSF) is creating such a framework in a fully open
standard that is neither tied to any company nor con-
nected to any cloud services. This XMPP initiative is
called Chatty Things.[112] XMPP provides a set of needed
building blocks and a proven distributed solution that can
scale with high security levels.
REST is a scalable architecture that allows things to com-
municate over Hypertext Transfer Protocol and is easily
adopted for IoT applications to provide communication
from a thing to a central web server.
MQTT is a publish-subscribe architecture on top of
TCP/IP that allows bidirectional communication between
a thing and an MQTT broker.

4.6 Standards and standards orga-
nizations

This is a list of technical standards for the IoT, most of
which are open standards, and the standards organizations
that aspire to successfully setting them.

4.7 Enabling technologies for IoT

There are many technologies that enable IoT. Crucial to
the field is the network used to communicate between de-
vices of an IoT installation, a role that several wireless or
wired technologies may fulfill:[113][114][115][116]

4.7.1 Short-range wireless

• Bluetooth low energy (BLE) – Specification provid-
ing a low power variant to classic Bluetooth with a
comparable communication range.
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• Light-Fidelity (Li-Fi) – Wireless communication
technology similar to the Wi-Fi standard, but us-
ing visible light communication for increased band-
width.

• Near-field communication (NFC) – Communica-
tion protocols enabling two electronic devices to
communicate within a 4 cm range.

• QR codes and barcodes – Machine-readable optical
tags that store information about the item to which
they are attached.

• Radio-frequency identification (RFID) – Technol-
ogy using electromagnetic fields to read data stored
in tags embedded in other items.

• Thread – Network protocol based on the IEEE
802.15.4 standard, similar to ZigBee, providing
IPv6 addressing.

• Transport Layer Security (network protocol)|TLS –
Network security protocol.

• Wi-Fi – Widely used technology for local area net-
working based on the IEEE 802.11 standard, where
devices may communicate through a shared access
point.

• Wi-Fi Direct – Variant of the Wi-Fi standard for
peer-to-peer communication, eliminating the need
for an access point.

• Z-Wave – Communication protocol providing short-
range, low-latency data transfer at rates and power
consumption lower than Wi-Fi. Used primarily for
home automation.

• ZigBee – Communication protocols for personal
area networking based on the IEEE 802.15.4 stan-
dard, providing low power consumption, low data
rate, low cost, and high throughput.

4.7.2 Medium-range wireless

• HaLow – Variant of the Wi-Fi standard providing
extended range for low-power communication at a
lower data rate.

• LTE-Advanced – High-speed communication spec-
ification for mobile networks. Provides enhance-
ments to the LTE standard with extended coverage,
higher throughput, and lower latency.

4.7.3 Long-range wireless

• Low-power wide-area networking (LPWAN) –
Wireless networks designed to allow long-range
communication at a low data rate, reducing power
and cost for transmission.

• Very small aperture terminal (VSAT) – Satellite
communication technology using small dish anten-
nas for narrowband and broadband data.

4.7.4 Wired

• Ethernet – General purpose networking standard us-
ing twisted pair and fiber optic links in conjunction
with hubs or switches.

• Multimedia over Coax Alliance (MoCA) – Speci-
fication enabling whole-home distribution of high
definition video and content over existing coaxial
cabling.

• Power-line communication (PLC) – Communica-
tion technology using electrical wiring to carry
power and data. Specifications such as HomePlug
utilize PLC for networking IoT devices.

4.8 Simulation

IoT modeling and simulation (and emulation) is typically
carried out at the design stage before deployment of the
network. Network simulators like OPNET, NetSim and
NS2 can be used to simulate IoT networks.

4.9 Politics and civic engagement

Some scholars and activists argue that the IoT can be used
to create new models of civic engagement if device net-
works can be open to user control and inter-operable plat-
forms. Philip N. Howard, a professor and author, writes
that political life in both democracies and authoritarian
regimes will be shaped by the way the IoT will be used
for civic engagement. For that to happen, he argues that
any connected device should be able to divulge a list of
the “ultimate beneficiaries” of its sensor data and that in-
dividual citizens should be able to add new organizations
to the beneficiary list. In addition, he argues that civil
society groups need to start developing their IoT strategy
for making use of data and engaging with the public.[117]

4.10 Government regulation on
IoT

One of the key drivers of the IoT is data. The success
of the idea of connecting devices to make them more ef-
ficient is dependent upon access to and storage & pro-
cessing of data. For this purpose, companies working
on IoT collect data from multiple sources and store it in
their cloud network for further processing. This leaves
the door wide open for privacy and security dangers and
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single point vulnerability of multiple systems.[118] The
other issues pertain to consumer choice and ownership
of data[119] and how it is used. Presently the regulators
have shown more interest in protecting the first three is-
sues identified above.
Current regulatory environment:
A report published by the Federal Trade Commis-
sion (FTC) in January 2015 made the following three
recommendations:[120]

• Data security – At the time of designing IoT compa-
nies should ensure that data collection, storage and
processing would be secure at all times. Companies
should adopt a “defence in depth” approach and en-
crypt data at each stage.[121]

• Data consent – users should have a choice as to what
data they share with IoT companies and the users
must be informed if their data gets exposed.

• Data minimization – IoT companies should collect
only the data they need and retain the collected in-
formation only for a limited time.

However, the FTC stopped at just making recommenda-
tions for now. According to an FTC analysis, the existing
framework, consisting of the FTC Act, the Fair Credit
Reporting Act, and the Children’s Online Privacy Pro-
tection Act, along with developing consumer education
and business guidance, participation in multi-stakeholder
efforts and advocacy to other agencies at the federal,
state and local level, is sufficient to protect consumer
rights.[122]

A resolution passed by the Senate in March 2015, is al-
ready being considered by the Congress.[123] This resolu-
tion recognized the need for formulating a National Pol-
icy on IoT and the matter of privacy, security and spec-
trum. Furthermore, to provide an impetus to the IoT
ecosystem, in March 2016, a bipartisan group of four
Senators proposed a bill, The Developing Innovation and
Growing the Internet of Things (DIGIT) Act, to direct the
Federal Communications Commission to assess the need
for more spectrum to connect IoT devices.
Several standards for the IoT industry are actually be-
ing established relating to automobiles because most con-
cerns arising from use of connected cars apply to health-
care devices as well. In fact, the National Highway Traffic
Safety Administration (NHTSA) is preparing cybersecu-
rity guidelines and a database of best practices to make
automotive computer systems more secure.[124]

4.11 Criticism and controversies

4.11.1 Platform fragmentation

IoT suffers from platform fragmentation and lack of
technical standards[125][126][127][128][129][130][131] a situa-
tion where the variety of IoT devices, in terms of both
hardware variations and differences in the software run-
ning on them, makes the task of developing applica-
tions that work consistently between different inconsis-
tent technology ecosystems hard.[1] Customers may be
hesitant to bet their IoT future on a proprietary soft-
ware or hardware devices that uses proprietary proto-
cols that may fade or become difficult to customize and
interconnect.[2]

IoT’s amorphous computing nature is also a problem for
security, since patches to bugs found in the core operating
system often do not reach users of older and lower-price
devices.[132][133][134] One set of researchers say that the
failure of vendors to support older devices with patches
and updates leaves more than 87% of active devices
vulnerable.[135][136]

4.11.2 Privacy, autonomy and control

Philip N. Howard, a professor and author, writes that
the Internet of things offers immense potential for em-
powering citizens, making government transparent, and
broadening information access. Howard cautions, how-
ever, that privacy threats are enormous, as is the potential
for social control and political manipulation.[137]

Concerns about privacy have led many to consider the
possibility that big data infrastructures such as the Inter-
net of things and Data Mining are inherently incompati-
ble with privacy.[138] Writer Adam Greenfield claims that
these technologies are not only an invasion of public space
but are also being used to perpetuate normative behavior,
citing an instance of billboards with hidden cameras that
tracked the demographics of passersby who stopped to
read the advertisement.[139]

The Internet of Things Council compared the increased
prevalence of digital surveillance due to the Internet of
things to the conceptual panopticon described by Jeremy
Bentham in the 18th Century.[140] The assertion was de-
fended by the works of French philosophers Michel Fou-
cault and Gilles Deleuze. In Discipline and Punish: The
Birth of the Prison Foucault asserts that the panopticon
was a central element of the discipline society devel-
oped during the Industrial Era.[141] Foucault also argued
that the discipline systems established in factories and
school reflected Bentham’s vision of panopticism.[141] In
his 1992 paper “Postscripts on the Societies of Con-
trol,” Deleuze wrote that the discipline society had transi-
tioned into a control society, with the computer replacing
the panopticon as an instrument of discipline and con-
trol while still maintaining the qualities similar to that of
panopticism.[142]

The privacy of households could be compromised by
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solely analyzing smart home network traffic patterns
without dissecting the contents of encrypted application
data, yet a synthetic packet injection scheme can be used
to safely overcome such invasion of privacy.[143]

Peter-Paul Verbeek, a professor of philosophy of technol-
ogy at the University of Twente, Netherlands, writes that
technology already influences our moral decision making,
which in turn affects human agency, privacy and auton-
omy. He cautions against viewing technology merely as
a human tool and advocates instead to consider it as an
active agent.[144]

Justin Brookman, of the Center for Democracy and Tech-
nology, expressed concern regarding the impact of IoT on
consumer privacy, saying that “There are some people in
the commercial space who say, 'Oh, big data— well, let’s
collect everything, keep it around forever, we'll pay for
somebody to think about security later.' The question is
whether we want to have some sort of policy framework
in place to limit that.”[145]

TimO'Reilly believes that the way companies sell the IoT
devices on consumers are misplaced, disputing the no-
tion that the IoT is about gaining efficiency from putting
all kinds of devices online and postulating that “IoT is
really about human augmentation. The applications are
profoundly different when you have sensors and data driv-
ing the decision-making.”[146]

Editorials at WIRED have also expressed concern, one
stating “What you're about to lose is your privacy. Actu-
ally, it’s worse than that. You aren't just going to lose your
privacy, you're going to have to watch the very concept of
privacy be rewritten under your nose.”[147]

The American Civil Liberties Union (ACLU) expressed
concern regarding the ability of IoT to erode people’s
control over their own lives. The ACLU wrote that
“There’s simply no way to forecast how these immense
powers – disproportionately accumulating in the hands
of corporations seeking financial advantage and govern-
ments craving ever more control – will be used. Chances
are big data and the Internet of Things will make it harder
for us to control our own lives, as we grow increasingly
transparent to powerful corporations and government in-
stitutions that are becoming more opaque to us.”[148]

In response to rising concerns about privacy and smart
technology, in 2007 the British Government stated it
would follow formal Privacy by Design principles when
implementing their smart metering program. The pro-
gram would lead to replacement of traditional power me-
ters with smart power meters, which could track and
manage energy usage more accurately.[149] However the
British Computer Society is doubtful these principles
were ever actually implemented.[150] In 2009 the Dutch
Parliament rejected a similar smart metering program,
basing their decision on privacy concerns. The Dutch
program later revised and passed in 2011.[150]

4.11.3 Data storage and analytics

A challenge for producers of IoT applications is to clean,
process and interpret the vast amount of data which is
gathered by the sensors. There is a solution proposed for
the analytics of the information referred to as Wireless
Sensor Networks.[151] These networks share data among
sensor nodes that are send to a distributed system for the
analytics of the sensory data.
Another challenge is the storage of this bulk data. De-
pending on the application there could be high data ac-
quisition requirements which in turn lead to high storage
requirements. Currently the internet is already respon-
sible for 5% of the total energy generated[151] and this
consumption will increase significantly when we start uti-
lizing applications with multiple embedded sensors.

4.11.4 Security

Concerns have been raised that the Internet of things is
being developed rapidly without appropriate considera-
tion of the profound security challenges involved[152] and
the regulatory changes that might be necessary.[153][154]

Most of the technical security issues are similar to those
of conventional servers, workstations and smartphones,
but the firewalling, security update and anti-malware sys-
tems used for those are generally unsuitable for the much
smaller, less capable, IoT devices.
According to the Business Insider Intelligence Survey
conducted in the last quarter of 2014, 39% of the respon-
dents said that security is the biggest concern in adopting
Internet of things technology.[155] In particular, as the In-
ternet of things spreads widely, cyber attacks are likely
to become an increasingly physical (rather than simply
virtual) threat.[156] In a January 2014 article in Forbes,
cybersecurity columnist Joseph Steinberg listed many
Internet-connected appliances that can already “spy on
people in their own homes” including televisions, kitchen
appliances,[157] cameras, and thermostats.[158] Computer-
controlled devices in automobiles such as brakes, engine,
locks, hood and truck releases, horn, heat, and dash-
board have been shown to be vulnerable to attackers who
have access to the onboard network. In some cases, ve-
hicle computer systems are Internet-connected, allowing
them to be exploited remotely.[159] By 2008 security re-
searchers had shown the ability to remotely control pace-
makers without authority. Later hackers demonstrated
remote control of insulin pumps [160] and implantable car-
dioverter defibrillators.[161] David Pogue wrote[162] that
some recently published reports about hackers remotely
controlling certain functions of automobiles were not as
serious as one might otherwise guess because of various
mitigating circumstances; such as the bug that allowed
the hack having been fixed before the report was pub-
lished, or that the hack required security researchers hav-
ing physical access to the car prior to the hack to prepare
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for it.
The U.S. National Intelligence Council in an unclassi-
fied report maintains that it would be hard to deny “ac-
cess to networks of sensors and remotely-controlled ob-
jects by enemies of the United States, criminals, and mis-
chief makers... An open market for aggregated sensor
data could serve the interests of commerce and security
no less than it helps criminals and spies identify vulner-
able targets. Thus, massively parallel sensor fusion may
undermine social cohesion, if it proves to be fundamen-
tally incompatible with Fourth-Amendment guarantees
against unreasonable search.”[163] In general, the intelli-
gence community views the Internet of things as a rich
source of data.[164]

As a response to increasing concerns over security, the
Internet of Things Security Foundation (IoTSF) was
launched on 23 September 2015. IoTSF has a mission to
secure the Internet of things by promoting knowledge and
best practice. Its founding board is made from technology
providers and telecommunications companies including
BT, Vodafone, Imagination Technologies and Pen Test
Partners.[165][166]

In 2016, a distributed denial of service attack powered
by Internet of things devices running the Mirai malware
took down a DNS provider and major web sites.

4.11.5 Design

Given widespread recognition of the evolving nature of
the design and management of the Internet of things, sus-
tainable and secure deployment of IoT solutions must
design for “anarchic scalability.”[167] Application of the
concept of anarchic scalability can be extended to physi-
cal systems (i.e. controlled real-world objects), by virtue
of those systems being designed to account for uncer-
tain management futures. This “hard anarchic scalabil-
ity” thus provides a pathway forward to fully realize the
potential of Internet of things solutions by selectively con-
straining physical systems to allow for all management
regimes without risking physical failure.
Brown University computer scientist Michael Littman
has argued that successful execution of the Internet of
things requires consideration of the interface’s usability
as well as the technology itself. These interfaces need to
be not only more user-friendly but also better integrated:
“If users need to learn different interfaces for their vac-
uums, their locks, their sprinklers, their lights, and their
coffeemakers, it’s tough to say that their lives have been
made any easier.”[168]

4.11.6 Environmental sustainability im-
pact

A concern regarding Internet of things technologies per-
tains to the environmental impacts of the manufacture,

use, and eventual disposal of all these semiconductor-rich
devices.[169] Modern electronics are replete with a wide
variety of heavy metals and rare-earth metals, as well as
highly toxic synthetic chemicals. This makes them ex-
tremely difficult to properly recycle. Electronic compo-
nents are often incinerated or placed in regular landfills.
Furthermore, the human and environmental cost of min-
ing the rare-earth metals that are integral to modern elec-
tronic components continues to grow. With production
of electronic equipment growing globally yet little of the
metals (from end-of-life equipment) are being recovered
for reuse, the environmental impacts can be expected to
increase.
Also, because the concept of Internet of things entails
adding electronics to mundane devices (for example, sim-
ple light switches), and because the major driver for re-
placement of electronic components is often technolog-
ical obsolescence rather than actual failure to function,
it is reasonable to expect that items that previously were
kept in service for many decades would see an accelerated
replacement cycle if they were part of the IoT. For exam-
ple, a traditional house built with 30 light switches and 30
electrical outlets might stand for 50 years, with all those
components still original at the end of that period. But
a modern house built with the same number of switches
and outlets set up for IoTmight see each switch and outlet
replaced at five-year intervals, in order to keep up to date
with technological changes. This translates into a ten-fold
increase in waste requiring disposal.

4.11.7 Intentional obsolescence of devices

The Electronic Frontier Foundation has raised concerns
that companies can use the technologies necessary to sup-
port connected devices to intentionally disable or "brick"
their customers’ devices via a remote software update or
by disabling a service necessary to the operation of the
device. In one example, home automation devices sold
with the promise of a “Lifetime Subscription” were ren-
dered useless after Nest Labs acquired Revolv and made
the decision to shut down the central servers the Revolv
devices had used to operate.[170] As Nest is a company
owned by Alphabet (Google’s parent company), the EFF
argues this sets a “terrible precedent for a company with
ambitions to sell self-driving cars, medical devices, and
other high-end gadgets that may be essential to a person’s
livelihood or physical safety.”[171]

Owners should be free to point their devices to a differ-
ent server or collaborate on improved software. But such
action violates the United States DMCA section 1201,
which only has an exemption for “local use”. This forces
tinkerers who want to keep using their own equipment
into a legal grey area. EFF thinks buyers should refuse
electronics and software that prioritize the manufacturer’s
wishes above their own.[171]

Examples of post-salemanipulations includeGoogle Nest
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Revolv, disabled privacy settings on Android, Sony dis-
abling GNU/Linux on PlayStation 3, enforced EULA on
Wii U.[171]

4.11.8 Confusing terminology

Kevin Lonergan at Information Age, a business-
technology magazine, has referred to the terms surround-
ing IoT as a “terminology zoo”.[172] The lack of clear ter-
minology is not “useful from a practical point of view”
and a “source of confusion for the end user”.[172] A
company operating in the IoT space could be working
in anything related to sensor technology, networking,
embedded systems, or analytics.[172] According to Lon-
ergan, the term IoT was coined before smart phones,
tablets, and devices as we know them today existed,
and there is a long list of terms with varying de-
grees of overlap and technological convergence: Inter-
net of Things (IoT), Internet of Everything (IoE), Indus-
trial Internet, Pervasive Computing, Pervasive Sensing,
Ubiquitous Computing, Cyber-Physical Systems (CPS),
Wireless Sensor Networks (WSN), Smart Objects, Coop-
erating Objects, Machine-to-Machine (M2M), Ambient
Intelligence (AmI), Operational Technology (OT), and
Information Technology (IT).[172] Regarding IIoT, an in-
dustrial sub-field of IoT, the Industrial Internet Consor-
tium's Vocabulary Task Group has created a “common
and reusable vocabulary of terms”[173] to ensure “consis-
tent terminology”[173][174] across publications issued by
the Industrial Internet Consortium. IoT One has created
an IoT Terms Database including a New Term Alert[175]
to be notified when a new term is published. As of March
2017, this database aggregates 711 IoT-related terms,[176]
however, without any attempts to reduce terminological
ambiguity and complexity.

4.12 IoT adoption barriers

GE Digital CEO William Ruh speaking about GE’s attempts to
gain a foothold in the market for IoT services at the first IEEE
Computer Society TechIgnite conference

4.12.1 Complexity and unclear value
propositions

Despite a shared belief in the potential of IoT, industry
leaders and consumers are facing barriers to adopt IoT
technology more widely. Dan Yarmoluk fromATEKAc-
cess Technologies has written that “the IoT industry ap-
pears heavily focused on gadgets and not making them
relevant to the particular business verticals”[177] and “can
appear expensive and intimidating.”[177] Mike Farley has
argued in Forbes that many IoT solutions are either too
complex or lack a clear use case for end-users.[178] “In-
stead of convincing consumers that they need complex
systems to serve needs they don’t have, we should fix
real problems people struggle with every day.”[178] Many
gadgets in the consumer IoT space have appealed to early
adopters, yet failed to demonstrate relevance to ordinary
people’s lives. In order to overcome barriers, “we need to
stop making toys no one cares about and instead work on
building simple solutions to real, everyday problems for
real people.”[178] A recent study by Ericsson regarding the
adoption of IoT among Danish companies, has suggested
that many are struggling “to pinpoint exactly where the
value of IoT lies for them”.[179] A company must identify
where the value of IoT lies in order to capture it, oth-
erwise non-action is the consequence.[179] This indicates
that a major roadblock to IoT adoption is not technical
but analytical in nature.

4.12.2 Privacy and security concerns

According to a recent study by Noura Aleisa and Karen
Renaud at the University of Glasgow, “the Internet
of Things’ potential for major privacy invasion is a
concern”[180] with much of research “disproportionally
focused on the security concerns of IoT.”[180] Among
the “proposed solutions in terms of the techniques they
deployed and the extent to which they satisfied core
privacy principles”,[180] only very few turned out to be
fully satisfactory. Louis Basenese, investment director at
Wall Street Daily, has criticized that “despite high-profile
and alarming hacks, device manufacturers remain unde-
terred, focusing on profitability over security”.[181] He
has further stated that “consumers need to have ultimate
control over collected data, including the option to delete
it if they choose”[181] and “without privacy assurances,
wide-scale consumer adoption simply won’t happen.”[181]

In a post-Snowden world of global surveillance disclo-
sures, consumers take a more active interest in protect-
ing their privacy and demand IoT devices to be screened
for potential security vulnerabilities and privacy viola-
tions before purchasing them. According to the 2016
Accenture Digital Consumer Survey, in which 28000
consumers in 28 countries were polled on their use of
consumer technology, security “has moved from being a
nagging problem to a top barrier as consumers are now
choosing to abandon IoT devices and services over secu-
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rity concerns.”[182] The survey revealed that “out of the
consumers aware of hacker attacks and owning or plan-
ning to own IoT devices in the next five years, 18 percent
decided to terminate the use of the services and related
services until they get safety guarantees.”[182] This sug-
gests that consumers increasingly perceive privacy risks
and security concerns to outweigh the value propositions
of IoT devices and opt to postpone planned purchases or
service subscriptions.[182]

4.12.3 Traditional governance structures

A study issued by Ericsson regarding the adoption of
Internet of Things among Danish companies identi-
fied a “clash between IoT and companies’ traditional
governance structures, as IoT still presents both uncer-
tainties and a lack of historical precedence.”[179] Among
the respondents interviewed, 60 percent stated that they
“do not believe they have the organizational capabilities,
and three of four do not believe they have the processes
needed, to capture the IoT opportunity.”[179] This has led
to a need to understand organizational culture in order
to facilitate organizational design processes and to test
new innovation management practices. A lack of dig-
ital leadership in the age of digital transformation has
also stifled innovation and IoT adoption to a degree that
many companies, in the face of uncertainty, “were wait-
ing for the market dynamics to play out”,[179] or further
action in regards to IoT “was pending competitor moves,
customer pull, or regulatory requirements.”[179] Some of
these companies risk being 'kodaked' - “Kodak was a
market leader until digital disruption eclipsed film pho-
tography with digital photos”[177] - failing to “see the dis-
ruptive forces affecting their industry”[183] and “to truly
embrace the new business models the disruptive change
opens up.”[183] Scott Anthony has written in Harvard
Business Review that Kodak “created a digital camera,
invested in the technology, and even understood that pho-
tos would be shared online”[183] but ultimately failed to
realize that “online photo sharing was the new business,
not just a way to expand the printing business.”[183]

4.13 See also
• Home automation

• Web of Things

• Smart grid

• Algorithmic regulation

• Cloud manufacturing

• Data Distribution Service

• Device ecology

• MCU (Micro Controller Unit)

• Digital object memory

• Indoor positioning system

• Open Interconnect Consortium

• OpenWSN

• 5G
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Chapter 5

Big data

This article is about large collections of data. For the
band, see Big Data (band).
Big data is a term for data sets that are so large or

Growth of and digitization of global information-storage
capacity[1]

complex that traditional data processing application soft-
ware is inadequate to deal with them. Challenges in-
clude capture, storage, analysis, data curation, search,
sharing, transfer, visualization, querying, updating and
information privacy. The term “big data” often refers
simply to the use of predictive analytics, user behavior
analytics, or certain other advanced data analytics meth-
ods that extract value from data, and seldom to a par-
ticular size of data set. “There is little doubt that the
quantities of data now available are indeed large, but
that’s not the most relevant characteristic of this new data
ecosystem.”[2] Analysis of data sets can find new corre-
lations to “spot business trends, prevent diseases, com-
bat crime and so on.”[3] Scientists, business executives,
practitioners of medicine, advertising and governments
alike regularly meet difficulties with large data-sets in ar-
eas including Internet search, finance, urban informatics,
and business informatics. Scientists encounter limitations
in e-Science work, including meteorology, genomics,[4]
connectomics, complex physics simulations, biology and
environmental research.[5]

Data sets grow rapidly - in part because they are in-
creasingly gathered by cheap and numerous information-
sensing mobile devices, aerial (remote sensing), software

logs, cameras, microphones, radio-frequency identifica-
tion (RFID) readers and wireless sensor networks.[6][7]
The world’s technological per-capita capacity to store in-
formation has roughly doubled every 40 months since the
1980s;[8] as of 2012, every day 2.5 exabytes (2.5×1018)
of data are generated.[9] One question for large enter-
prises is determining who should own big-data initiatives
that affect the entire organization.[10]

Relational database management systems and desktop
statistics- and visualization-packages often have difficulty
handling big data. The work may require “massively par-
allel software running on tens, hundreds, or even thou-
sands of servers”.[11] What counts as “big data” varies
depending on the capabilities of the users and their tools,
and expanding capabilities make big data a moving target.
“For some organizations, facing hundreds of gigabytes of
data for the first time may trigger a need to reconsider
data management options. For others, it may take tens or
hundreds of terabytes before data size becomes a signif-
icant consideration.”[12]

5.1 Definition

Visualization of dailyWikipedia edits created by IBM. At multiple
terabytes in size, the text and images ofWikipedia are an example
of big data.

The term has been in use since the 1990s, with some giv-
ing credit to John Mashey for coining or at least mak-
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ing it popular.[13][14] Big data usually includes data sets
with sizes beyond the ability of commonly used software
tools to capture, curate, manage, and process data within
a tolerable elapsed time.[15] Big data “size” is a constantly
moving target, as of 2012 ranging from a few dozen ter-
abytes to many petabytes of data.[16] Big data requires a
set of techniques and technologies with new forms of in-
tegration to reveal insights from datasets that are diverse,
complex, and of a massive scale.[17]

In a 2001 research report[18] and related lectures, META
Group (now Gartner) defined data growth challenges and
opportunities as being three-dimensional, i.e. increasing
volume (amount of data), velocity (speed of data in and
out), and variety (range of data types and sources). Gart-
ner, and now much of the industry, continue to use this
“3Vs” model for describing big data.[19] In 2012, Gart-
ner updated its definition as follows: “Big data is high
volume, high velocity, and/or high variety information
assets that require new forms of processing to enable
enhanced decision making, insight discovery and pro-
cess optimization.” Gartner’s definition of the 3Vs is still
widely used, and in agreement with a consensual defi-
nition that states that “Big Data represents the Informa-
tion assets characterized by such a High Volume, Velocity
and Variety to require specific Technology and Analytical
Methods for its transformation into Value”.[20] Addition-
ally, a new V “Veracity” is added by some organizations
to describe it,[21] revisionism challenged by some indus-
try authorities.[22] The 3Vs have been expanded to other
complementary characteristics of big data:[23][24]

• Volume: big data doesn't sample; it just observes
and tracks what happens

• Velocity: big data is often available in real-time
• Variety: big data draws from text, images, audio,
video; plus it completes missing pieces through data
fusion

• Machine learning: big data often doesn't ask why
and simply detects patterns[25]

• Digital footprint: big data is often a cost-free
byproduct of digital interaction[24][26]

The growing maturity of the concept more starkly delin-
eates the difference between big data and Business Intel-
ligence:[27]

• Business Intelligence uses descriptive statistics with
data with high information density to measure
things, detect trends, etc..

• Big data uses inductive statistics and concepts from
nonlinear system identification[28] to infer laws (re-
gressions, nonlinear relationships, and causal ef-
fects) from large sets of data with low informa-
tion density[29] to reveal relationships and depen-
dencies, or to perform predictions of outcomes and
behaviors.[28][30]

5.2 Characteristics

Big data can be described by the following
characteristics:[23][24]

Volume The quantity of generated and stored data. The
size of the data determines the value and potential
insight- and whether it can actually be considered
big data or not.

Variety The type and nature of the data. This helps peo-
ple who analyze it to effectively use the resulting in-
sight.

Velocity In this context, the speed at which the data is
generated and processed to meet the demands and
challenges that lie in the path of growth and devel-
opment.

Variability Inconsistency of the data set can hamper
processes to handle and manage it.

Veracity The quality of captured data can vary greatly,
affecting accurate analysis.

Factory work and Cyber-physical systems may have a 6C
system:

• Connection (sensor and networks)

• Cloud (computing and data on demand)[31][32]

• Cyber (model and memory)

• Content/context (meaning and correlation)

• Community (sharing and collaboration)

• Customization (personalization and value)

Data must be processed with advanced tools (analytics
and algorithms) to reveal meaningful information. For
example, to manage a factory one must consider both vis-
ible and invisible issues with various components. Infor-
mation generation algorithms must detect and address in-
visible issues such as machine degradation, component
wear, etc. on the factory floor.[33][34]

5.3 Architecture

In 2000, Seisint Inc. (now LexisNexis Group) devel-
oped a C++-based distributed file-sharing framework for
data storage and query. The system stores and distributes
structured, semi-structured, and unstructured data across
multiple servers. Users can build queries in a C++ dialect
called ECL. ECL uses an “apply schema on read” method
to infer the structure of stored data when it is queried,
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instead of when it is stored. In 2004, LexisNexis ac-
quired Seisint Inc.[35] and in 2008 acquired ChoicePoint,
Inc.[36] and their high-speed parallel processing platform.
The two platforms were merged into HPCC (or High-
Performance Computing Cluster) Systems and in 2011,
HPCC was open-sourced under the Apache v2.0 Li-
cense. Quantcast File System was available about the
same time.[37]

In 2004, Google published a paper on a process called
MapReduce that uses a similar architecture. TheMapRe-
duce concept provides a parallel processingmodel, and an
associated implementation was released to process huge
amounts of data. With MapReduce, queries are split
and distributed across parallel nodes and processed in
parallel (the Map step). The results are then gathered
and delivered (the Reduce step). The framework was
very successful,[38] so others wanted to replicate the al-
gorithm. Therefore, an implementation of the MapRe-
duce framework was adopted by an Apache open-source
project named Hadoop.[39]

MIKE2.0 is an open approach to information manage-
ment that acknowledges the need for revisions due to big
data implications identified in an article titled “Big Data
Solution Offering”.[40] The methodology addresses han-
dling big data in terms of useful permutations of data
sources, complexity in interrelationships, and difficulty
in deleting (or modifying) individual records.[41]

2012 studies showed that a multiple-layer architecture is
one option to address the issues that big data presents.
A distributed parallel architecture distributes data across
multiple servers; these parallel execution environments
can dramatically improve data processing speeds. This
type of architecture inserts data into a parallel DBMS,
which implements the use of MapReduce and Hadoop
frameworks. This type of framework looks to make the
processing power transparent to the end user by using a
front-end application server.[42]

Big data analytics for manufacturing applications is mar-
keted as a 5C architecture (connection, conversion, cy-
ber, cognition, and configuration).[43]

The data lake allows an organization to shift its focus from
centralized control to a shared model to respond to the
changing dynamics of informationmanagement. This en-
ables quick segregation of data into the data lake, thereby
reducing the overhead time.[44][45]

5.4 Technologies

A 2011 McKinsey Global Institute report character-
izes the main components and ecosystem of big data as
follows:[46]

• Techniques for analyzing data, such as A/B testing,
machine learning and natural language processing

• Big data technologies, like business intelligence,
cloud computing and databases

• Visualization, such as charts, graphs and other dis-
plays of the data

Multidimensional big data can also be represented as
tensors, which can be more efficiently handled by
tensor-based computation,[47] such as multilinear sub-
space learning.[48] Additional technologies being applied
to big data include massively parallel-processing (MPP)
databases, search-based applications, data mining,[49]
distributed file systems, distributed databases, cloud-
based infrastructure (applications, storage and computing
resources) and the Internet.
Some but not all MPP relational databases have the ability
to store and manage petabytes of data. Implicit is the
ability to load, monitor, back up, and optimize the use of
the large data tables in the RDBMS.[50]

DARPA's Topological Data Analysis program seeks the
fundamental structure of massive data sets and in 2008
the technology went public with the launch of a company
called Ayasdi.[51]

The practitioners of big data analytics processes are
generally hostile to slower shared storage,[52] prefer-
ring direct-attached storage (DAS) in its various forms
from solid state drive (Ssd) to high capacity SATA disk
buried inside parallel processing nodes. The perception
of shared storage architectures—Storage area network
(SAN) and Network-attached storage (NAS) —is that
they are relatively slow, complex, and expensive. These
qualities are not consistent with big data analytics sys-
tems that thrive on system performance, commodity in-
frastructure, and low cost.
Real or near-real time information delivery is one of the
defining characteristics of big data analytics. Latency is
therefore avoided whenever and wherever possible. Data
in memory is good—data on spinning disk at the other
end of a FC SAN connection is not. The cost of a SAN
at the scale needed for analytics applications is very much
higher than other storage techniques.
There are advantages as well as disadvantages to shared
storage in big data analytics, but big data analytics prac-
titioners as of 2011 did not favour it.[53]

5.5 Applications

Big data has increased the demand of information man-
agement specialists so much so that Software AG, Oracle
Corporation, IBM, Microsoft, SAP, EMC, HP and Dell
have spent more than $15 billion on software firms spe-
cializing in data management and analytics. In 2010, this
industry was worth more than $100 billion and was grow-
ing at almost 10 percent a year: about twice as fast as the
software business as a whole.[3]
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Bus wrapped with SAP Big data parked outside IDF13.

Developed economies increasingly use data-intensive
technologies. There are 4.6 billion mobile-phone sub-
scriptions worldwide, and between 1 billion and 2 bil-
lion people accessing the internet.[3] Between 1990 and
2005, more than 1 billion people worldwide entered
the middle class, which means more people became
more literate, which in turn lead to information growth.
The world’s effective capacity to exchange information
through telecommunication networks was 281 petabytes
in 1986, 471 petabytes in 1993, 2.2 exabytes in 2000,
65 exabytes in 2007[8] and predictions put the amount of
internet traffic at 667 exabytes annually by 2014.[3] Ac-
cording to one estimate, one third of the globally stored
information is in the form of alphanumeric text and still
image data,[54] which is the format most useful for most
big data applications. This also shows the potential of yet
unused data (i.e. in the form of video and audio content).
While many vendors offer off-the-shelf solutions for big
data, experts recommend the development of in-house
solutions custom-tailored to solve the company’s prob-
lem at hand if the company has sufficient technical
capabilities.[55]

5.5.1 Government

The use and adoption of big data within governmental
processes allows efficiencies in terms of cost, produc-
tivity, and innovation,[56] but does not come without its
flaws. Data analysis often requires multiple parts of gov-
ernment (central and local) to work in collaboration and
create new and innovative processes to deliver the desired
outcome. Below are some examples of initiatives the gov-
ernmental big data space.

United States of America

• In 2012, the Obama administration announced the
Big Data Research and Development Initiative, to
explore how big data could be used to address im-
portant problems faced by the government.[57] The

initiative is composed of 84 different big data pro-
grams spread across six departments.[58]

• Big data analysis played a large role in Barack
Obama's successful 2012 re-election campaign.[59]

• The United States Federal Government owns six
of the ten most powerful supercomputers in the
world.[60]

• The Utah Data Center has been constructed by the
United States National Security Agency. When fin-
ished, the facility will be able to handle a large
amount of information collected by the NSA over
the Internet. The exact amount of storage space is
unknown, but more recent sources claim it will be
on the order of a few exabytes.[61][62][63]

India

• Big data analysis was in part responsible for the BJP
to win the Indian General Election 2014.[64]

• The Indian government utilizes numerous tech-
niques to ascertain how the Indian electorate is re-
sponding to government action, as well as ideas for
policy augmentation.

United Kingdom

Examples of uses of big data in public services:

• Data on prescription drugs: by connecting origin, lo-
cation and the time of each prescription, a research
unit was able to exemplify the considerable delay
between the release of any given drug, and a UK-
wide adaptation of the National Institute for Health
and Care Excellence guidelines. This suggests that
new ormost up-to-date drugs take some time to filter
through to the general patient.[65]

• Joining up data: a local authority blended data about
services, such as road gritting rotas, with services for
people at risk, such as 'meals on wheels’. The con-
nection of data allowed the local authority to avoid
any weather-related delay.[66]

5.5.2 International development

Research on the effective usage of information and com-
munication technologies for development (also known as
ICT4D) suggests that big data technology can make im-
portant contributions but also present unique challenges
to International development.[67][68] Advancements in
big data analysis offer cost-effective opportunities to
improve decision-making in critical development areas
such as health care, employment, economic productiv-
ity, crime, security, and natural disaster and resource
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management.[69][70][71] Additionally, user-generated data
offers new opportunities to give the unheard a voice.[72]
However, longstanding challenges for developing regions
such as inadequate technological infrastructure and eco-
nomic and human resource scarcity exacerbate exist-
ing concerns with big data such as privacy, imperfect
methodology, and interoperability issues.[69]

5.5.3 Manufacturing

Based on TCS 2013 Global Trend Study, improvements
in supply planning and product quality provide the great-
est benefit of big data for manufacturing. Big data pro-
vides an infrastructure for transparency in manufacturing
industry, which is the ability to unravel uncertainties such
as inconsistent component performance and availability.
Predictive manufacturing as an applicable approach to-
ward near-zero downtime and transparency requires vast
amount of data and advanced prediction tools for a sys-
tematic process of data into useful information.[73] A con-
ceptual framework of predictive manufacturing begins
with data acquisition where different type of sensory data
is available to acquire such as acoustics, vibration, pres-
sure, current, voltage and controller data. Vast amount of
sensory data in addition to historical data construct the big
data in manufacturing. The generated big data acts as the
input into predictive tools and preventive strategies such
as Prognostics and Health Management (PHM).[74][75]

Cyber-physical models

Current PHM implementations mostly use data during
the actual usage while analytical algorithms can per-
form more accurately when more information through-
out the machine’s lifecycle, such as system configuration,
physical knowledge and working principles, are included.
There is a need to systematically integrate, manage and
analyze machinery or process data during different stages
of machine life cycle to handle data/information more ef-
ficiently and further achieve better transparency of ma-
chine health condition for manufacturing industry.
With such motivation a cyber-physical (coupled) model
scheme has been developed. The coupled model is a dig-
ital twin of the real machine that operates in the cloud
platform and simulates the health condition with an inte-
grated knowledge from both data driven analytical algo-
rithms as well as other available physical knowledge. It
can also be described as a 5S systematic approach con-
sisting of sensing, storage, synchronization, synthesis and
service. The coupled model first constructs a digital im-
age from the early design stage. System information and
physical knowledge are logged during product design,
based on which a simulation model is built as a reference
for future analysis. Initial parameters may be statistically
generalized and they can be tuned using data from testing
or the manufacturing process using parameter estimation.

After that step, the simulation model can be considered
a mirrored image of the real machine—able to continu-
ously record and track machine condition during the later
utilization stage. Finally, with the increased connectiv-
ity offered by cloud computing technology, the coupled
model also provides better accessibility of machine con-
dition for factory managers in cases where physical access
to actual equipment or machine data is limited.[34]

5.5.4 Healthcare

Big data analytics has helped healthcare improve by pro-
viding personalized medicine and prescriptive analytics,
clinical risk intervention and predictive analytics, waste
and care variability reduction, automated external and
internal reporting of patient data, standardized medi-
cal terms and patient registries and fragmented point
solutions.[76] Some areas of improvement are more as-
pirational than actually implemented. The level of data
generated within healthcare systems is not trivial. With
the added adoption of mHealth, eHealth and wearable
technologies the volume of data will continue to increase.
This includes electronic health record data, imaging data,
patient generated data, sensor data, and other forms of
difficult to process data. There is now an even greater
need for such environments to pay greater attention to
data and information quality.[77] “Big data very often
means `dirty data' and the fraction of data inaccuracies
increases with data volume growth.” Human inspection
at the big data scale is impossible and there is a desper-
ate need in health service for intelligent tools for accu-
racy and believability control and handling of information
missed.[78] While extensive information in healthcare is
now electronic, it fits under the big data umbrella as most
is unstructured and difficult to use.[79]

5.5.5 Education

A McKinsey Global Institute study found a shortage
of 1.5 million highly trained data professionals and
managers[46] and a number of universities[80] including
University of Tennessee and UC Berkeley, have created
masters programs to meet this demand. Private boot-
camps have also developed programs to meet that de-
mand, including free programs like The Data Incubator
or paid programs like General Assembly.[81]

5.5.6 Media

To understand how the media utilises big data, it is
first necessary to provide some context into the mech-
anism used for media process. It has been suggested
by Nick Couldry and Joseph Turow that practitioners in
Media and Advertising approach big data as many ac-
tionable points of information about millions of indi-
viduals. The industry appears to be moving away from
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the traditional approach of using specific media envi-
ronments such as newspapers, magazines, or television
shows and instead taps into consumers with technologies
that reach targeted people at optimal times in optimal
locations. The ultimate aim is to serve, or convey, a
message or content that is (statistically speaking) in line
with the consumer’s mindset. For example, publishing
environments are increasingly tailoring messages (adver-
tisements) and content (articles) to appeal to consumers
that have been exclusively gleaned through various data-
mining activities.[82]

• Targeting of consumers (for advertising by mar-
keters)

• Data-capture

• Data journalism: publishers and journalists use big
data tools to provide unique and innovative insights
and infographics.

Internet of Things (IoT)

Main article: Internet of Things

Big data and the IoT work in conjunction. Data extracted
from IoT devices provides a mapping of device inter-
connectivity. Such mappings have been used by the me-
dia industry, companies and governments to more accu-
rately target their audience and increase media efficiency.
IoT is also increasingly adopted as a means of gathering
sensory data, and this sensory data has been used in med-
ical [83] and manufacturing [84] contexts.

Technology

• eBay.com uses two data warehouses at 7.5 petabytes
and 40PB as well as a 40PB Hadoop clus-
ter for search, consumer recommendations, and
merchandising.[85]

• Amazon.com handles millions of back-end opera-
tions every day, as well as queries from more than
half a million third-party sellers. The core technol-
ogy that keeps Amazon running is Linux-based and
as of 2005 they had the world’s three largest Linux
databases, with capacities of 7.8 TB, 18.5 TB, and
24.7 TB.[86]

• Facebook handles 50 billion photos from its user
base.[87]

• Google was handling roughly 100 billion searches
per month as of August 2012.[88]

• Oracle NoSQL Database has been tested to past the
1M ops/sec mark with 8 shards and proceeded to hit
1.2M ops/sec with 10 shards.[89]

5.5.7 Information Technology

Especially since 2015, big data has come to prominence
within Business Operations as a tool to help employ-
ees work more efficiently and streamline the collection
and distribution of Information Technology (IT). The
use of big data to resolve IT and data collection issues
within an enterprise is called IT Operations Analytics
(ITOA).[90] By applying big data principles into the con-
cepts of machine intelligence and deep computing, IT de-
partments can predict potential issues and move to pro-
vide solutions before the problems even happen.[90] In
this time, ITOA businesses were also beginning to play a
major role in systems management by offering platforms
that brought individual data silos together and generated
insights from the whole of the system rather than from
isolated pockets of data.

Retail

• Walmart handles more than 1 million customer
transactions every hour, which are imported into
databases estimated to contain more than 2.5
petabytes (2560 terabytes) of data—the equivalent
of 167 times the information contained in all the
books in the US Library of Congress.[3]

Retail banking

• FICO Card Detection System protects accounts
worldwide.[91]

• The volume of business data worldwide, across all
companies, doubles every 1.2 years, according to
estimates.[92][93]

Real estate

• Windermere Real Estate uses anonymous GPS sig-
nals from nearly 100 million drivers to help new
home buyers determine their typical drive times
to and from work throughout various times of the
day.[94]

5.5.8 Science

The Large Hadron Collider experiments represent about
150 million sensors delivering data 40 million times per
second. There are nearly 600 million collisions per sec-
ond. After filtering and refraining from recording more
than 99.99995%[95] of these streams, there are 100 colli-
sions of interest per second.[96][97][98]

• As a result, only working with less than 0.001% of
the sensor stream data, the data flow from all four
LHC experiments represents 25 petabytes annual
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rate before replication (as of 2012). This becomes
nearly 200 petabytes after replication.

• If all sensor data were recorded in LHC, the data
flow would be extremely hard to work with. The
data flowwould exceed 150million petabytes annual
rate, or nearly 500 exabytes per day, before replica-
tion. To put the number in perspective, this is equiv-
alent to 500 quintillion (5×1020) bytes per day, al-
most 200 times more than all the other sources com-
bined in the world.

The Square Kilometre Array is a radio telescope built of
thousands of antennas. It is expected to be operational by
2024. Collectively, these antennas are expected to gather
14 exabytes and store one petabyte per day.[99][100] It is
considered one of the most ambitious scientific projects
ever undertaken.[101]

Science and research

• When the Sloan Digital Sky Survey (SDSS) began to
collect astronomical data in 2000, it amassed more
in its first few weeks than all data collected in the
history of astronomy previously. Continuing at a
rate of about 200 GB per night, SDSS has amassed
more than 140 terabytes of information.[3] When
the Large Synoptic Survey Telescope, successor to
SDSS, comes online in 2020, its designers expect it
to acquire that amount of data every five days.[3]

• Decoding the human genome originally took 10
years to process, now it can be achieved in less than
a day. The DNA sequencers have divided the se-
quencing cost by 10,000 in the last ten years, which
is 100 times cheaper than the reduction in cost pre-
dicted by Moore’s Law.[102]

• The NASA Center for Climate Simulation (NCCS)
stores 32 petabytes of climate observations and
simulations on the Discover supercomputing
cluster.[103][104]

• Google’s DNAStack compiles and organizes DNA
samples of genetic data from around the world to
identify diseases and other medical defects. These
fast and exact calculations eliminate any 'friction
points,' or human errors that could be made by one
of the numerous science and biology experts work-
ing with the DNA. DNAStack, a part of Google
Genomics, allows scientists to use the vast sample
of resources from Google’s search server to scale
social experiments that would usually take years,
instantly.[105][106]

• 23andme's DNA database contains genetic informa-
tion of over 1,000,000 people worldwide.[107] The

company explores selling the “anonymous aggre-
gated genetic data” to other researchers and phar-
maceutical companies for research purposes if pa-
tients give their consent.[108][109][110][111][112] Ah-
mad Hariri, professor of psychology and neuro-
science at Duke University who has been using
23andMe in his research since 2009 states that the
most important aspect of the company’s new service
is that it makes genetic research accessible and rela-
tively cheap for scientists.[108] A study that identified
15 genome sites linked to depression in 23andMe’s
database lead to a surge in demands to access the
repository with 23andMe fielding nearly 20 requests
to access the depression data in the two weeks after
publication of the paper.[113]

5.5.9 Sports

Big data can be used to improve training and understand-
ing competitors, using sport sensors. It is also possible to
predict winners in a match using big data analytics.[114]
Future performance of players could be predicted as well.
Thus, players’ value and salary is determined by data col-
lected throughout the season.[115]

The movie MoneyBall demonstrates how big data could
be used to scout players and also identify undervalued
players.[116]

In Formula One races, race cars with hundreds of sen-
sors generate terabytes of data. These sensors collect
data points from tire pressure to fuel burn efficiency.[117]
Based on the data, engineers and data analysts decide
whether adjustments should be made in order to win a
race. Besides, using big data, race teams try to predict
the time they will finish the race beforehand, based on
simulations using data collected over the season.[118]

5.6 Research activities

Encrypted search and cluster formation in big data was
demonstrated in March 2014 at the American Society
of Engineering Education. Gautam Siwach engaged at
Tackling the challenges of Big Data by MIT Computer
Science and Artificial Intelligence Laboratory and Dr.
Amir Esmailpour at UNH Research Group investigated
the key features of big data as formation of clusters and
their interconnections. They focused on the security of
big data and the actual orientation of the term towards
the presence of different type of data in an encrypted
form at cloud interface by providing the raw definitions
and real time examples within the technology. Moreover,
they proposed an approach for identifying the encoding
technique to advance towards an expedited search over
encrypted text leading to the security enhancements in
big data.[119]

In March 2012, The White House announced a national
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“Big Data Initiative” that consisted of six Federal depart-
ments and agencies committing more than $200 million
to big data research projects.[120]

The initiative included a National Science Foundation
“Expeditions in Computing” grant of $10 million over
5 years to the AMPLab[121] at the University of Califor-
nia, Berkeley.[122] The AMPLab also received funds from
DARPA, and over a dozen industrial sponsors and uses
big data to attack a wide range of problems from predict-
ing traffic congestion[123] to fighting cancer.[124]

TheWhite House Big Data Initiative also included a com-
mitment by the Department of Energy to provide $25
million in funding over 5 years to establish the Scalable
Data Management, Analysis and Visualization (SDAV)
Institute,[125] led by the Energy Department’s Lawrence
Berkeley National Laboratory. The SDAV Institute aims
to bring together the expertise of six national laborato-
ries and seven universities to develop new tools to help
scientists manage and visualize data on the Department’s
supercomputers.
The U.S. state of Massachusetts announced the Mas-
sachusetts Big Data Initiative in May 2012, which pro-
vides funding from the state government and private
companies to a variety of research institutions.[126] The
Massachusetts Institute of Technology hosts the Intel Sci-
ence and Technology Center for Big Data in the MIT
Computer Science and Artificial Intelligence Laboratory,
combining government, corporate, and institutional fund-
ing and research efforts.[127]

The EuropeanCommission is funding the 2-year-long Big
Data Public Private Forum through their Seventh Frame-
work Program to engage companies, academics and other
stakeholders in discussing big data issues. The project
aims to define a strategy in terms of research and innova-
tion to guide supporting actions from the European Com-
mission in the successful implementation of the big data
economy. Outcomes of this project will be used as input
for Horizon 2020, their next framework program.[128]

The British government announced in March 2014 the
founding of the Alan Turing Institute, named after the
computer pioneer and code-breaker, which will focus on
new ways to collect and analyse large data sets.[129]

At the University of Waterloo Stratford Campus Cana-
dian Open Data Experience (CODE) Inspiration Day,
participants demonstrated how using data visualization
can increase the understanding and appeal of big data sets
and communicate their story to the world.[130]

To make manufacturing more competitive in the United
States (and globe), there is a need to integrate more
American ingenuity and innovation into manufacturing
; Therefore, National Science Foundation has granted
the Industry University cooperative research center for
Intelligent Maintenance Systems (IMS) at university of
Cincinnati to focus on developing advanced predictive
tools and techniques to be applicable in a big data

environment.[131] In May 2013, IMS Center held an in-
dustry advisory board meeting focusing on big data where
presenters from various industrial companies discussed
their concerns, issues and future goals in big data envi-
ronment.
Computational social sciences – Anyone can use Applica-
tion Programming Interfaces (APIs) provided by big data
holders, such as Google and Twitter, to do research in
the social and behavioral sciences.[132] Often these APIs
are provided for free.[132] Tobias Preis et al. used Google
Trends data to demonstrate that Internet users from coun-
tries with a higher per capita gross domestic product
(GDP) are more likely to search for information about
the future than information about the past. The findings
suggest there may be a link between online behaviour and
real-world economic indicators.[133][134][135] The authors
of the study examined Google queries logs made by ratio
of the volume of searches for the coming year ('2011')
to the volume of searches for the previous year ('2009'),
which they call the 'future orientation index'.[136] They
compared the future orientation index to the per capita
GDP of each country, and found a strong tendency for
countries where Google users inquire more about the fu-
ture to have a higher GDP. The results hint that there may
potentially be a relationship between the economic suc-
cess of a country and the information-seeking behavior
of its citizens captured in big data.
Tobias Preis and his colleagues Helen Susannah Moat
and H. Eugene Stanley introduced a method to iden-
tify online precursors for stock market moves, using
trading strategies based on search volume data pro-
vided by Google Trends.[137] Their analysis of Google
search volume for 98 terms of varying financial rel-
evance, published in Scientific Reports,[138] suggests
that increases in search volume for financially relevant
search terms tend to precede large losses in financial
markets.[139][140][141][142][143][144][145][146]

Big data sets come with algorithmic challenges that pre-
viously did not exist. Hence, there is a need to fundamen-
tally change the processing ways.[147]

TheWorkshops on Algorithms for Modern Massive Data
Sets (MMDS) bring together computer scientists, statisti-
cians, mathematicians, and data analysis practitioners to
discuss algorithmic challenges of big data.[148]

5.6.1 Sampling big data

An important research question that can be asked about
big data sets is whether you need to look at the full data to
draw certain conclusions about the properties of the data
or is a sample good enough. The name big data itself con-
tains a term related to size and this is an important char-
acteristic of big data. But Sampling (statistics) enables
the selection of right data points from within the larger
data set to estimate the characteristics of the whole pop-
ulation. For example, there are about 600 million tweets
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produced every day. Is it necessary to look at all of them
to determine the topics that are discussed during the day?
Is it necessary to look at all the tweets to determine the
sentiment on each of the topics? In manufacturing dif-
ferent types of sensory data such as acoustics, vibration,
pressure, current, voltage and controller data are available
at short time intervals. To predict down-time it may not
be necessary to look at all the data but a sample may be
sufficient. Big Data can be broken down by various data
point categories such as demographic, psychographic, be-
havioral, and transactional data. With large sets of data
points, marketers are able to create and utilize more cus-
tomized segments of consumers for more strategic target-
ing.
There has been some work done in Sampling algorithms
for big data. A theoretical formulation for sampling Twit-
ter data has been developed.[149]

5.7 Critique

Critiques of the big data paradigm come in two flavors,
those that question the implications of the approach itself,
and those that question the way it is currently done.[150]
One approach to this criticism is the field of Critical data
studies.

5.7.1 Critiques of the big data paradigm

“A crucial problem is that we do not know much about
the underlying empirical micro-processes that lead to the
emergence of the[se] typical network characteristics of
Big Data”.[15] In their critique, Snijders, Matzat, and
Reips point out that often very strong assumptions are
made about mathematical properties that may not at all
reflect what is really going on at the level of micro-
processes. Mark Graham has leveled broad critiques at
Chris Anderson's assertion that big data will spell the end
of theory:[151] focusing in particular on the notion that
big data must always be contextualized in their social,
economic, and political contexts.[152] Even as companies
invest eight- and nine-figure sums to derive insight from
information streaming in from suppliers and customers,
less than 40% of employees have sufficiently mature pro-
cesses and skills to do so. To overcome this insight deficit,
big data, no matter how comprehensive or well analysed,
must be complemented by “big judgment,” according to
an article in the Harvard Business Review.[153]

Much in the same line, it has been pointed out that the de-
cisions based on the analysis of big data are inevitably “in-
formed by the world as it was in the past, or, at best, as it
currently is”.[69] Fed by a large number of data on past ex-
periences, algorithms can predict future development if
the future is similar to the past.[154] If the systems dynam-
ics of the future change (if it is not a stationary process),
the past can say little about the future. In order to make

predictions in changing environments, it would be neces-
sary to have a thorough understanding of the systems dy-
namic, which requires theory.[154] As a response to this
critique it has been suggested to combine big data ap-
proaches with computer simulations, such as agent-based
models[69] and Complex Systems. Agent-based models
are increasingly getting better in predicting the outcome
of social complexities of even unknown future scenarios
through computer simulations that are based on a col-
lection of mutually interdependent algorithms.[155][156] In
addition, use of multivariate methods that probe for the
latent structure of the data, such as factor analysis and
cluster analysis, have proven useful as analytic approaches
that go well beyond the bi-variate approaches (cross-tabs)
typically employed with smaller data sets.
In health and biology, conventional scientific approaches
are based on experimentation. For these approaches, the
limiting factor is the relevant data that can confirm or
refute the initial hypothesis.[157] A new postulate is ac-
cepted now in biosciences: the information provided by
the data in huge volumes (omics) without prior hypoth-
esis is complementary and sometimes necessary to con-
ventional approaches based on experimentation.[158][159]
In the massive approaches it is the formulation of a rel-
evant hypothesis to explain the data that is the limiting
factor.[160] The search logic is reversed and the limits of
induction (“Glory of Science and Philosophy scandal”, C.
D. Broad, 1926) are to be considered.
Privacy advocates are concerned about the threat to pri-
vacy represented by increasing storage and integration of
personally identifiable information; expert panels have re-
leased various policy recommendations to conform prac-
tice to expectations of privacy.[161][162][163]

Nayef Al-Rodhan argues that a new kind of social con-
tract will be needed to protect individual liberties in a
context of Big Data and giant corporations that own vast
amounts of information. The use of Big Data should be
monitored and better regulated at the national and inter-
national levels.[164]

5.7.2 Critiques of big data execution

Ulf-Dietrich Reips and Uwe Matzat wrote in 2014 that
big data had become a “fad” in scientific research.[132]
Researcher Danah Boyd has raised concerns about the
use of big data in science neglecting principles such as
choosing a representative sample by being too concerned
about actually handling the huge amounts of data.[165]
This approach may lead to results bias in one way or an-
other. Integration across heterogeneous data resources—
some that might be considered big data and others not—
presents formidable logistical as well as analytical chal-
lenges, but many researchers argue that such integrations
are likely to represent the most promising new frontiers
in science.[166] In the provocative article “Critical Ques-
tions for Big Data”,[167] the authors title big data a part
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Danah Boyd

of mythology: “large data sets offer a higher form of in-
telligence and knowledge [...], with the aura of truth, ob-
jectivity, and accuracy”. Users of big data are often “lost
in the sheer volume of numbers”, and “working with Big
Data is still subjective, and what it quantifies does not
necessarily have a closer claim on objective truth”.[167]
Recent developments in BI domain, such as pro-active
reporting especially target improvements in usability of
big data, through automated filtering of non-useful data
and correlations.[168]

Big data analysis is often shallow compared to analysis of
smaller data sets.[169] In many big data projects, there is
no large data analysis happening, but the challenge is the
extract, transform, load part of data preprocessing.[169]

Big data is a buzzword and a “vague term”,[170][171] but
at the same time an “obsession”[171] with entrepreneurs,
consultants, scientists and the media. Big data showcases
such as Google Flu Trends failed to deliver good pre-
dictions in recent years, overstating the flu outbreaks by
a factor of two. Similarly, Academy awards and elec-
tion predictions solely based on Twitter were more often
off than on target. Big data often poses the same chal-
lenges as small data; and adding more data does not solve
problems of bias, but may emphasize other problems. In
particular data sources such as Twitter are not represen-
tative of the overall population, and results drawn from
such sources may then lead to wrong conclusions. Google
Translate—which is based on big data statistical analysis
of text—does a good job at translating web pages. How-

ever, results from specialized domains may be dramati-
cally skewed. On the other hand, big data may also in-
troduce new problems, such as the multiple comparisons
problem: simultaneously testing a large set of hypothe-
ses is likely to produce many false results that mistakenly
appear significant. Ioannidis argued that “most published
research findings are false”[172] due to essentially the same
effect: when many scientific teams and researchers each
perform many experiments (i.e. process a big amount
of scientific data; although not with big data technology),
the likelihood of a “significant” result being actually false
grows fast – even more so, when only positive results
are published. Furthermore, big data analytics results are
only as good as the model on which they are predicated.
In an example, big data took part in attempting to pre-
dict the results of the 2016 U.S. Presidential Election[173]
with varying degrees of success. Forbes predicted “If you
believe in Big Data analytics, it’s time to begin planning
for a Hillary Clinton presidency and all that entails.”.[174]

5.8 See also

For a list of companies, and tools, see also: Category:Big
data.

• Big memory

• Datafication

• Data defined storage

• Data journalism

• Data lineage

• Data philanthropy

• Data science

• Statistics

• Surveillance capitalism

• Small data

• Urban informatics
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Disruptive innovation

The free, online encyclopedia Wikipedia was a disruptive in-
novation that had a major impact on both the traditional, for-
profit printed paper encyclopedia market (e.g., Encyclopædia
Britannica) and the for-profit digital encyclopedia market (e.g.,
Encarta). The English Wikipedia provides over 5 million arti-
cles for free; in contrast, a $1,000 set of Britannica volumes had
120,000 articles.

A disruptive innovation is an innovation that creates a
new market and value network and eventually disrupts
an existing market and value network, displacing estab-
lished market leading firms, products and alliances. The
term was defined and phenomenon analyzed by Clayton
M. Christensen beginning in 1995.[2] In the early 2000s,
“significant societal impact” has also been used as an as-
pect of disruptive innovation.[3]

Not all innovations are disruptive, even if they are revo-
lutionary. For example, the first automobiles in the late
19th century were not a disruptive innovation, because
early automobiles were expensive luxury items that did
not disrupt the market for horse-drawn vehicles. The
market for transportation essentially remained intact until
the debut of the lower-priced Ford Model T in 1908.[4]
The mass-produced automobile was a disruptive inno-
vation, because it changed the transportation market,

whereas the first thirty years of automobiles did not.
Disruptive innovations tend to be produced by outsiders
and entrepreneurs, rather than existing market-leading
companies. The business environment of market lead-
ers does not allow them to pursue disruptive innovations
when they first arise, because they are not profitable
enough at first and because their development can take
scarce resources away from sustaining innovations (which
are needed to compete against current competition).[5]
A disruptive process can take longer to develop than by
the conventional approach and the risk associated to it
is higher than the other more incremental or evolution-
ary forms of innovations, but once it is deployed in the
market, it achieves a much faster penetration and higher
degree of impact on the established markets.[3]

Beyond business and economics disruptive innovations
can also be considered to disrupt complex systems, only
including economic and business-related aspects.[6]

6.1 History and usage of the term

The term disruptive technologieswas coined by Clayton
M. Christensen and introduced in his 1995 articleDisrup-
tive Technologies: Catching theWave,[7] which he cowrote
with Joseph Bower. The article is aimed at manage-
ment executives who make the funding or purchasing
decisions in companies, rather than the research com-
munity. He describes the term further in his book The
Innovator’s Dilemma.[8] Innovator’s Dilemma explored
the cases of the disk drive industry (which, with its
rapid generational change, is to the study of business
what fruit flies are to the study of genetics, as Chris-
tensen was advised in the 1990s[9]) and the excavat-
ing equipment industry (where hydraulic actuation slowly
displaced cable-actuated movement). In his sequel with
Michael E. Raynor, The Innovator’s Solution,[10] Chris-
tensen replaced the term disruptive technology with dis-
ruptive innovation because he recognized that few tech-
nologies are intrinsically disruptive or sustaining in char-
acter; rather, it is the business model that the technol-
ogy enables that creates the disruptive impact. How-
ever, Christensen’s evolution from a technological focus
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to a business-modelling focus is central to understand-
ing the evolution of business at the market or industry
level. Christensen andMarkW. Johnson, who cofounded
the management consulting firm Innosight, described the
dynamics of “business model innovation” in the 2008
Harvard Business Review article “Reinventing Your Busi-
ness Model”.[11] The concept of disruptive technology
continues a long tradition of identifying radical techni-
cal change in the study of innovation by economists, and
the development of tools for its management at a firm or
policy level.
In the late 1990s, the automotive sector began to embrace
a perspective of “constructive disruptive technology” by
working with the consultant David E. O'Ryan, whereby
the use of current off-the-shelf technology was integrated
with newer innovation to create what he called “an unfair
advantage”. The process or technology change as a whole
had to be “constructive” in improving the current method
ofmanufacturing, yet disruptively impact the whole of the
business case model, resulting in a significant reduction of
waste, energy, materials, labor, or legacy costs to the user.
In keeping with the insight that what matters economi-
cally is the business model, not the technological sophis-
tication itself, Christensen’s theory explains why many
disruptive innovations are not “advanced technologies”,
which the technologymudslide hypothesis would lead one
to expect. Rather, they are often novel combinations of
existing off-the-shelf components, applied cleverly to a
small, fledgling value network.

6.2 Theory

Christensen defines a disruptive innovation as a product
or service designed for a new set of customers.

“Generally, disruptive innovations were
technologically straightforward, consisting of
off-the-shelf components put together in a
product architecture that was often simpler
than prior approaches. They offered less of
what customers in established markets wanted
and so could rarely be initially employed there.
They offered a different package of attributes
valued only in emerging markets remote from,
and unimportant to, the mainstream.”[12]

Christensen argues that disruptive innovations can hurt
successful, well-managed companies that are responsive
to their customers and have excellent research and de-
velopment. These companies tend to ignore the markets
most susceptible to disruptive innovations, because the
markets have very tight profit margins and are too small
to provide a good growth rate to an established (sizable)
firm.[13] Thus, disruptive technology provides an example
of an instance when the common business-world advice to
"focus on the customer" (or “stay close to the customer”,

or “listen to the customer”) can be strategically counter-
productive.
While Christensen argued that disruptive innovations can
hurt successful, well-managed companies, O'Ryan coun-
tered that “constructive” integration of existing, new, and
forward-thinking innovation could improve the economic
benefits of these same well-managed companies, once
decision-making management understood the systemic
benefits as a whole.

How low-end disruption occurs over time.

Christensen distinguishes between “low-end disruption”,
which targets customers who do not need the full perfor-
mance valued by customers at the high end of the market,
and “new-market disruption”, which targets customers
who have needs that were previously unserved by existing
incumbents.[14]

“Low-end disruption” occurs when the rate at which
products improve exceeds the rate at which customers can
adopt the new performance. Therefore, at some point the
performance of the product overshoots the needs of cer-
tain customer segments. At this point, a disruptive tech-
nology may enter the market and provide a product that
has lower performance than the incumbent but that ex-
ceeds the requirements of certain segments, thereby gain-
ing a foothold in the market.
In low-end disruption, the disruptor is focused initially on
serving the least profitable customer, who is happy with a
good enough product. This type of customer is not willing
to pay premium for enhancements in product functional-
ity. Once the disruptor has gained a foothold in this cus-
tomer segment, it seeks to improve its profit margin. To
get higher profit margins, the disruptor needs to enter the
segment where the customer is willing to pay a little more
for higher quality. To ensure this quality in its product,
the disruptor needs to innovate. The incumbent will not
do much to retain its share in a not-so-profitable segment,
and will move up-market and focus on its more attrac-
tive customers. After a number of such encounters, the
incumbent is squeezed into smaller markets than it was
previously serving. And then, finally, the disruptive tech-
nology meets the demands of the most profitable segment
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and drives the established company out of the market.
“Newmarket disruption” occurs when a product fits a new
or emerging market segment that is not being served by
existing incumbents in the industry.
The extrapolation of the theory to all aspects of life has
been challenged,[15][16] as has the methodology of re-
lying on selected case studies as the principal form of
evidence.[15] Jill Lepore points out that some companies
identified by the theory as victims of disruption a decade
or more ago, rather than being defunct, remain domi-
nant in their industries today (including Seagate Tech-
nology, U.S. Steel, and Bucyrus).[15] Lepore questions
whether the theory has been oversold and misapplied, as
if it were able to explain everything in every sphere of
life, including not just business but education and public
institutions.[15]

6.3 Disruptive technology

In 2009, Milan Zeleny described high technology as dis-
ruptive technology and raised the question of what is be-
ing disrupted. The answer, according to Zeleny, is the
support network of high technology.[17] For example, in-
troducing electric cars disrupts the support network for
gasoline cars (network of gas and service stations). Such
disruption is fully expected and therefore effectively re-
sisted by support net owners. In the long run, high (dis-
ruptive) technology bypasses, upgrades, or replaces the
outdated support network.
Technology, being a form of social relationship, always
evolves. No technology remains fixed. Technology starts,
develops, persists, mutates, stagnates, and declines, just
like living organisms.[18] The evolutionary life cycle oc-
curs in the use and development of any technology. A
new high-technology core emerges and challenges ex-
isting technology support nets (TSNs), which are thus
forced to coevolve with it. New versions of the core are
designed and fitted into an increasingly appropriate TSN,
with smaller and smaller high-technology effects. High
technology becomes regular technology, with more effi-
cient versions fitting the same support net. Finally, even
the efficiency gains diminish, emphasis shifts to prod-
uct tertiary attributes (appearance, style), and technology
becomes TSN-preserving appropriate technology. This
technological equilibrium state becomes established and
fixated, resisting being interrupted by a technological mu-
tation; then new high technology appears and the cycle is
repeated.
Regarding this evolving process of technology,
Christensen said:

“The technological changes that damage
established companies are usually not radically
new or difficult from a technological point of
view. They do, however, have two important

characteristics: First, they typically present a
different package of performance attributes—
ones that, at least at the outset, are not val-
ued by existing customers. Second, the per-
formance attributes that existing customers do
value improve at such a rapid rate that the new
technology can later invade those established
markets.”[19]

Joseph Bower[20] explained the process of how disruptive
technology, through its requisite support net, dramatically
transforms a certain industry.

“When the technology that has the poten-
tial for revolutionizing an industry emerges,
established companies typically see it as
unattractive: it’s not something their main-
stream customers want, and its projected profit
margins aren’t sufficient to cover big-company
cost structure. As a result, the new technol-
ogy tends to get ignored in favor of what’s cur-
rently popular with the best customers. But
then another company steps in to bring the in-
novation to a new market. Once the disruptive
technology becomes established there, smaller-
scale innovation rapidly raise the technology’s
performance on attributes that mainstream cus-
tomers’ value.”[21]

The automobile was high technology with respect to the
horse carriage; however, it evolved into technology and fi-
nally into appropriate technology with a stable, unchang-
ing TSN. The main high-technology advance in the offing
is some form of electric car—whether the energy source
is the sun, hydrogen, water, air pressure, or traditional
charging outlet. Electric cars preceded the gasoline auto-
mobile by many decades and are now returning to replace
the traditional gasoline automobile.
Milan Zeleny described the above phenomenon.[22] He
also wrote that:

“Implementing high technology is often re-
sisted. This resistance is well understood on
the part of active participants in the requisite
TSN. The electric car will be resisted by gas-
station operators in the same way automated
teller machines (ATMs) were resisted by bank
tellers and automobiles by horsewhip makers.
Technology does not qualitatively restructure
the TSN and therefore will not be resisted and
never has been resisted. Middle management
resists business process reengineering because
BPR represents a direct assault on the sup-
port net (coordinative hierarchy) they thrive
on. Teamwork and multi-functionality is re-
sisted by those whose TSN provides the com-
fort of narrow specialization and command-
driven work.”[23]
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6.4 High-technology effects

High technology is a technology core that changes the
very architecture (structure and organization) of the com-
ponents of the technology support net. High technology
therefore transforms the qualitative nature of the TSN’s
tasks and their relations, as well as their requisite physical,
energy, and information flows. It also affects the skills
required, the roles played, and the styles of management
and coordination—the organizational culture itself.
This kind of technology core is different from regular
technology core, which preserves the qualitative nature
of flows and the structure of the support and only al-
lows users to perform the same tasks in the same way,
but faster, more reliably, in larger quantities, or more ef-
ficiently. It is also different from appropriate technol-
ogy core, which preserves the TSN itself with the pur-
pose of technology implementation and allows users to
do the same thing in the same way at comparable lev-
els of efficiency, instead of improving the efficiency of
performance.[24]

As for the difference between high technology and low
technology, Milan Zeleny once said:

" The effects of high technology always
breaks the direct comparability by changing
the system itself, therefore requiring new mea-
sures and new assessments of its productivity.
High technology cannot be compared and eval-
uated with the existing technology purely on
the basis of cost, net present value or return
on investment. Only within an unchanging and
relatively stable TSN would such direct finan-
cial comparability be meaningful. For exam-
ple, you can directly compare a manual type-
writer with an electric typewriter, but not a
typewriter with a word processor. Therein lies
the management challenge of high technology.
"[25]

However, not all modern technologies are high technolo-
gies. They have to be used as such, function as such,
and be embedded in their requisite TSNs. They have
to empower the individual because only through the in-
dividual can they empower knowledge. Not all informa-
tion technologies have integrative effects. Some informa-
tion systems are still designed to improve the traditional
hierarchy of command and thus preserve and entrench
the existing TSN. The administrative model of manage-
ment, for instance, further aggravates the division of task
and labor, further specializes knowledge, separates man-
agement from workers, and concentrates information and
knowledge in centers.
As knowledge surpasses capital, labor, and raw materi-
als as the dominant economic resource, technologies are
also starting to reflect this shift. Technologies are rapidly

shifting from centralized hierarchies to distributed net-
works. Nowadays knowledge does not reside in a super-
mind, super-book, or super-database, but in a complex
relational pattern of networks brought forth to coordinate
human action.

6.5 Practical example of disruption

In the practical world, the popularization of personal
computers illustrates how knowledge contributes to the
ongoing technology innovation. The original centralized
concept (one computer, many persons) is a knowledge-
defying idea of the prehistory of computing, and its in-
adequacies and failures have become clearly apparent.
The era of personal computing brought powerful com-
puters “on every desk” (one person, one computer). This
short transitional period was necessary for getting used
to the new computing environment, but was inadequate
from the vantage point of producing knowledge. Ade-
quate knowledge creation and management come mainly
from networking and distributed computing (one person,
many computers). Each person’s computer must form an
access point to the entire computing landscape or ecol-
ogy through the Internet of other computers, databases,
and mainframes, as well as production, distribution, and
retailing facilities, and the like. For the first time, tech-
nology empowers individuals rather than external hierar-
chies. It transfers influence and power where it optimally
belongs: at the loci of the useful knowledge. Even though
hierarchies and bureaucracies do not innovate, free and
empowered individuals do; knowledge, innovation, spon-
taneity, and self-reliance are becoming increasingly val-
ued and promoted.[26]

6.6 Examples

6.7 See also

• Blue Ocean Strategy

• Creative destruction

• Culture lag

• Digital Revolution

• Hype cycle

• Killer application

• Leapfrogging

• List of emerging technologies

• Obsolescence

• Pace of innovation
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• Paradigm shift

• Product lifecycle

• Technology readiness level (NASA)

• Technology strategy
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Chapter 7

Human Genome Project

Logo HGP; Vitruvian Man, Leonardo da Vinci

The Human Genome Project (HGP) was an interna-
tional scientific research project with the goal of deter-
mining the sequence of nucleotide base pairs that make
up humanDNA, and of identifying andmapping all of the
genes of the human genome from both a physical and a
functional standpoint.[1] It remains the world’s largest col-
laborative biological project.[2] After the idea was picked
up in 1984 by the US government when the planning
started, the project formally launched in 1990 and was
declared complete in 2003. Funding came from the
US government through the National Institutes of Health
(NIH) as well as numerous other groups from around
the world. A parallel project was conducted outside of
government by the Celera Corporation, or Celera Ge-
nomics, which was formally launched in 1998. Most
of the government-sponsored sequencing was performed
in twenty universities and research centers in the United
States, the United Kingdom, Japan, France, Germany,
Canada, and China.[3]

The Human Genome Project originally aimed to map
the nucleotides contained in a human haploid reference
genome (more than three billion). The “genome” of
any given individual is unique; mapping the “human
genome” involved sequencing a small number of indi-

viduals and then assembling these together to get a com-
plete sequence for each chromosome. The finished hu-
man genome is thus a mosaic, not representing any one
individual.

7.1 Human Genome Project

7.1.1 History

The HumanGenome Project was a 13-year-long, publicly
funded project initiated in 1990 with the objective of de-
termining the DNA sequence of the entire euchromatic
human genome within 15 years.[4] In May 1985, Robert
Sinsheimer organized a workshop to discuss sequencing
the human genome,[5] but for a number of reasons the
NIH was uninterested in pursuing the proposal. The fol-
lowing March, the Santa Fe Workshop was organized by
Charles DeLisi and David Smith of the Department of
Energy’s Office of Health and Environmental Research
(OHER).[6] At the same time Renato Dulbecco proposed
whole genome sequencing in an essay in Science.[7] James
Watson followed two months later with a workshop held
at the Cold Spring Harbor Laboratory.
The fact that the Santa Fe workshop was motivated and
supported by a Federal Agency opened a path, albeit a dif-
ficult and tortuous one,[8] for converting the idea into pub-
lic policy. In a memo to the Assistant Secretary for En-
ergy Research (Alvin Trivelpiece), Charles DeLisi, who
was then Director of OHER, outlined a broad plan for
the project.[9] This started a long and complex chain of
events which led to approved reprogramming of funds
that enabled OHER to launch the Project in 1986, and
to recommend the first line item for the HGP, which was
in President Reagan’s 1988 budget submission,[8] and ul-
timately approved by the Congress. Of particular impor-
tance in Congressional approval was the advocacy of Sen-
ator Peter Domenici, whom DeLisi had befriended.[10]
Domenici chaired the Senate Committee on Energy and
Natural Resources, as well as the Budget Committee,
both of which were key in the DOE budget process.
Congress added a comparable amount to the NIH bud-
get, thereby beginning official funding by both agencies.
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DNA replication

Alvin Trivelpiece sought and obtained the approval of
DeLisi’s proposal by Deputy Secretary William Flynn
Martin. This chart[11] was used in the spring of 1986
by Trivelpiece, then Director of the Office of Energy
Research in the Department of Energy, to brief Martin
and Under Secretary Joseph Salgado regarding his inten-
tion to reprogram $4 million to initiate the project with
the approval of Secretary Herrington. This reprogram-
ming was followed by a line item budget of $16 million
in the Reagan Administration’s 1987 budget submission
to Congress.[12] It subsequently passed both Houses. The
Project was planned for 15 years.[13]

Candidate technologies were already being considered for
the proposed undertaking at least as early as 1985.[14]

In 1990, the two major funding agencies, DOE and NIH,
developed a memorandum of understanding in order to
coordinate plans and set the clock for the initiation of
the Project to 1990.[15] At that time, David Galas was
Director of the renamed “Office of Biological and En-

vironmental Research” in the U.S. Department of En-
ergy’s Office of Science and James Watson headed the
NIH Genome Program. In 1993, Aristides Patrinos suc-
ceeded Galas and Francis Collins succeeded James Wat-
son, assuming the role of overall Project Head as Direc-
tor of the U.S. National Institutes of Health (NIH) Na-
tional Center for HumanGenome Research (which would
later become the National Human Genome Research In-
stitute). A working draft of the genome was announced
in 2000 and the papers describing it were published in
February 2001. A more complete draft was published in
2003, and genome “finishing” work continued for more
than a decade.
The $3-billion project was formally founded in 1990
by the US Department of Energy and the National
Institutes of Health, and was expected to take 15
years.[16] In addition to the United States, the interna-
tional consortium comprised geneticists in the United
Kingdom, France, Australia, China and myriad other
spontaneous relationships.[17]

Due to widespread international cooperation and ad-
vances in the field of genomics (especially in sequence
analysis), as well as major advances in computing tech-
nology, a 'rough draft' of the genome was finished in 2000
(announced jointly by U.S. President Bill Clinton and the
British Prime Minister Tony Blair on June 26, 2000).[18]
This first available rough draft assembly of the genome
was completed by the Genome Bioinformatics Group at
the University of California, Santa Cruz, primarily led by
then graduate student Jim Kent. Ongoing sequencing led
to the announcement of the essentially complete genome
on April 14, 2003, two years earlier than planned.[19][20]
In May 2006, another milestone was passed on the way to
completion of the project, when the sequence of the last
chromosome was published in Nature.[21]

7.1.2 State of completion

The project was not able to sequence all the DNA found
in human cells. It sequenced only “euchromatic” regions
of the genome, which make up more than 95% of the
genome. The other regions, called “heterochromatic” are
found in centromeres and telomeres, and were not se-
quenced under the project.[22]

The Human Genome Project was declared complete in
April 2003. An initial rough draft of the human genome
was available in June 2000 and by February 2001 a work-
ing draft had been completed and published followed by
the final sequencing mapping of the human genome on
April 14, 2003. Although this was reported to cover 99%
of the euchromatic human genome with 99.99% accu-
racy, a major quality assessment of the human genome
sequence was published on May 27, 2004 indicating over
92% of sampling exceeded 99.99% accuracy which was
within the intended goal.[23] Further analyses and papers
on the HGP continue to occur.[24]
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7.2 Applications and proposed
benefits

The sequencing of the human genome holds benefits for
many fields, from molecular medicine to human evolu-
tion. The Human Genome Project, through its sequenc-
ing of the DNA, can help us understand diseases includ-
ing: genotyping of specific viruses to direct appropriate
treatment; identification of mutations linked to different
forms of cancer; the design of medication and more accu-
rate prediction of their effects; advancement in forensic
applied sciences; biofuels and other energy applications;
agriculture, animal husbandry, bioprocessing; risk assess-
ment; bioarcheology, anthropology and evolution. An-
other proposed benefit is the commercial development
of genomics research related to DNA based products, a
multibillion-dollar industry.
The sequence of the DNA is stored in databases avail-
able to anyone on the Internet. The U.S. National Cen-
ter for Biotechnology Information (and sister organiza-
tions in Europe and Japan) house the gene sequence in
a database known as GenBank, along with sequences of
known and hypothetical genes and proteins. Other or-
ganizations, such as the UCSC Genome Browser at the
University of California, Santa Cruz,[25] and Ensembl[26]
present additional data and annotation and powerful tools
for visualizing and searching it. Computer programs have
been developed to analyze the data, because the data itself
is difficult to interpret without such programs. Gener-
ally speaking, advances in genome sequencing technology
have followed Moore’s Law, a concept from computer
science which states that integrated circuits can increase
in complexity at an exponential rate.[27] This means that
the speeds at which whole genomes can be sequenced can
increase at a similar rate, as was seen during the develop-
ment of the above-mentioned Human Genome Project.

7.3 Techniques and analysis

The process of identifying the boundaries between
genes and other features in a raw DNA sequence is
called genome annotation and is in the domain of
bioinformatics. While expert biologists make the best an-
notators, their work proceeds slowly, and computer pro-
grams are increasingly used to meet the high-throughput
demands of genome sequencing projects. Beginning in
2008, a new technology known as RNA-seq was intro-
duced that allowed scientists to directly sequence the
messenger RNA in cells. This replaced previous meth-
ods of annotation, which relied on inherent properties of
the DNA sequence, with direct measurement, which was
much more accurate. Today, annotation of the human
genome and other genomes relies primarily on deep se-
quencing of the transcripts in every human tissue using
RNA-seq. These experiments have revealed that over

90% of genes contain at least one and usually several al-
ternative splice variants, in which the exons are combined
in different ways to produce 2 or more gene products
from the same locus.
The genome published by the HGP does not represent
the sequence of every individual’s genome. It is the com-
bined mosaic of a small number of anonymous donors, all
of European origin. The HGP genome is a scaffold for
future work in identifying differences among individuals.
Subsequent projects sequenced the genomes of multiple
distinct ethnic groups, though as of today there is still only
one “reference genome.”

7.3.1 Findings

Key findings of the draft (2001) and complete (2004)
genome sequences include:

1. There are approximately 22,300[28] protein-coding
genes in human beings, the same range as in other
mammals.

2. The human genome has significantly more
segmental duplications (nearly identical, repeated
sections of DNA) than had been previously
suspected.[29][30][31]

3. At the time when the draft sequence was published
fewer than 7% of protein families appeared to be
vertebrate specific.[32]

7.3.2 Accomplishment

The first printout of the human genome to be presented as a series
of books, displayed at the Wellcome Collection, London

The Human Genome Project was started in 1990 with
the goal of sequencing and identifying all three billion
chemical units in the human genetic instruction set, find-
ing the genetic roots of disease and then developing treat-
ments. It is considered aMega Project because the human
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genome has approximately 3.3 billion base-pairs. With
the sequence in hand, the next step was to identify the ge-
netic variants that increase the risk for common diseases
like cancer and diabetes.[15][33]

It was far too expensive at that time to think of sequenc-
ing patients’ whole genomes. So the National Institutes
of Health embraced the idea for a “shortcut”, which was
to look just at sites on the genome where many people
have a variant DNA unit. The theory behind the shortcut
was that, since the major diseases are common, so too
would be the genetic variants that caused them. Natural
selection keeps the human genome free of variants that
damage health before children are grown, the theory held,
but fails against variants that strike later in life, allowing
them to become quite common. (In 2002 the National
Institutes of Health started a $138 million dollar project
called the HapMap to catalog the common variants in Eu-
ropean, East Asian and African genomes.)[34]

The genome was broken into smaller pieces; approxi-
mately 150,000 base pairs in length.[33] These pieces were
then ligated into a type of vector known as "bacterial ar-
tificial chromosomes", or BACs, which are derived from
bacterial chromosomes which have been genetically en-
gineered. The vectors containing the genes can be in-
serted into bacteria where they are copied by the bacterial
DNA replication machinery. Each of these pieces was
then sequenced separately as a small “shotgun” project
and then assembled. The larger, 150,000 base pairs
go together to create chromosomes. This is known as
the “hierarchical shotgun” approach, because the genome
is first broken into relatively large chunks, which are
then mapped to chromosomes before being selected for
sequencing.[35][36]

Funding came from the US government through the Na-
tional Institutes of Health in the United States, and a UK
charity organization, the Wellcome Trust, as well as nu-
merous other groups from around the world. The fund-
ing supported a number of large sequencing centers in-
cluding those at Whitehead Institute, the Sanger Centre,
Washington University in St. Louis, and Baylor College
of Medicine.[16][37]

The United Nations Educational, Scientific and Cultural
Organization (UNESCO) served as an important channel
for the involvement of developing countries in the Human
Genome Project.[38]

7.4 Public versus private ap-
proaches

In 1998, a similar, privately funded quest was launched
by the American researcher Craig Venter, and his firm
Celera Genomics. Venter was a scientist at the NIH dur-
ing the early 1990s when the project was initiated. The
$300,000,000 Celera effort was intended to proceed at a

faster pace and at a fraction of the cost of the roughly $3
billion publicly funded project. The Celera approach was
able to proceed at a much more rapid rate, and at a lower
cost than the public project because it relied upon data
made available by the publicly funded project.[39]

Celera used a technique called whole genome shotgun se-
quencing, employing pairwise end sequencing,[40] which
had been used to sequence bacterial genomes of up to six
million base pairs in length, but not for anything nearly
as large as the three billion base pair human genome.
Celera initially announced that it would seek patent pro-
tection on “only 200–300” genes, but later amended this
to seeking “intellectual property protection” on “fully-
characterized important structures” amounting to 100–
300 targets. The firm eventually filed preliminary
(“place-holder”) patent applications on 6,500 whole or
partial genes. Celera also promised to publish their find-
ings in accordance with the terms of the 1996 "Bermuda
Statement", by releasing new data annually (the HGP re-
leased its new data daily), although, unlike the publicly
funded project, they would not permit free redistribution
or scientific use of the data. The publicly funded com-
petitors were compelled to release the first draft of the
human genome before Celera for this reason. On July 7,
2000, the UCSC Genome Bioinformatics Group released
a first working draft on the web. The scientific commu-
nity downloaded about 500 GB of information from the
UCSC genome server in the first 24 hours of free and un-
restricted access.[41]

In March 2000, President Clinton announced that the
genome sequence could not be patented, and should be
made freely available to all researchers. The statement
sent Celera’s stock plummeting and dragged down the
biotechnology-heavy Nasdaq. The biotechnology sector
lost about $50 billion in market capitalization in two days.
Although the working draft was announced in June 2000,
it was not until February 2001 that Celera and the HGP
scientists published details of their drafts. Special issues
of Nature (which published the publicly funded project’s
scientific paper)[42] and Science (which published Cel-
era’s paper[43]) described the methods used to produce
the draft sequence and offered analysis of the sequence.
These drafts covered about 83% of the genome (90% of
the euchromatic regions with 150,000 gaps and the order
and orientation of many segments not yet established). In
February 2001, at the time of the joint publications, press
releases announced that the project had been completed
by both groups. Improved drafts were announced in 2003
and 2005, filling in to approximately 92% of the sequence
currently.

7.5 Genome donors

In the IHGSC international public-sector HGP, re-
searchers collected blood (female) or sperm (male) sam-
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ples from a large number of donors. Only a few of many
collected samples were processed as DNA resources.
Thus the donor identities were protected so neither donors
nor scientists could know whose DNA was sequenced.
DNA clones from many different libraries were used in
the overall project, with most of those libraries being cre-
ated by Pieter J. de Jong’s. Much of the sequence (>70%)
of the reference genome produced by the public HGP
came from a single anonymous male donor from Buffalo,
New York (code name RP11).[44][45]

HGP scientists used white blood cells from the blood of
two male and two female donors (randomly selected from
20 of each) – each donor yielding a separate DNA li-
brary. One of these libraries (RP11) was used consid-
erably more than others, due to quality considerations.
One minor technical issue is that male samples contain
just over half as much DNA from the sex chromosomes
(one X chromosome and one Y chromosome) compared
to female samples (which contain two X chromosomes).
The other 22 chromosomes (the autosomes) are the same
for both sexes.
Although the main sequencing phase of the HGP has
been completed, studies of DNA variation continue in
the International HapMap Project, whose goal is to iden-
tify patterns of single-nucleotide polymorphism (SNP)
groups (called haplotypes, or “haps”). The DNA sam-
ples for the HapMap came from a total of 270 individ-
uals: Yoruba people in Ibadan, Nigeria; Japanese peo-
ple in Tokyo; Han Chinese in Beijing; and the French
Centre d’Etude du Polymorphisme Humain (CEPH) re-
source, which consisted of residents of the United States
having ancestry from Western and Northern Europe.
In the Celera Genomics private-sector project, DNA from
five different individuals were used for sequencing. The
lead scientist of Celera Genomics at that time, Craig Ven-
ter, later acknowledged (in a public letter to the journal
Science) that his DNA was one of 21 samples in the pool,
five of which were selected for use.[46][47]

In 2007, a team led by Jonathan Rothberg published
James Watson's entire genome, unveiling the six-billion-
nucleotide genome of a single individual for the first
time.[48]

7.6 Developments

The work on interpretation and analysis of genome data
is still in its initial stages. It is anticipated that detailed
knowledge of the human genome will provide new av-
enues for advances in medicine and biotechnology. Clear
practical results of the project emerged even before the
work was finished. For example, a number of compa-
nies, such as Myriad Genetics, started offering easy ways
to administer genetic tests that can show predisposition to
a variety of illnesses, including breast cancer, hemostasis
disorders, cystic fibrosis, liver diseases and many oth-

ers. Also, the etiologies for cancers, Alzheimer’s dis-
ease and other areas of clinical interest are considered
likely to benefit from genome information and possibly
may lead in the long term to significant advances in their
management.[34][49]

There are also many tangible benefits for biologists. For
example, a researcher investigating a certain form of
cancer may have narrowed down his/her search to a par-
ticular gene. By visiting the human genome database on
the World Wide Web, this researcher can examine what
other scientists have written about this gene, including
(potentially) the three-dimensional structure of its prod-
uct, its function(s), its evolutionary relationships to other
human genes, or to genes in mice or yeast or fruit flies,
possible detrimental mutations, interactions with other
genes, body tissues in which this gene is activated, and
diseases associated with this gene or other datatypes.
Further, deeper understanding of the disease processes at
the level of molecular biology may determine new ther-
apeutic procedures. Given the established importance of
DNA in molecular biology and its central role in deter-
mining the fundamental operation of cellular processes,
it is likely that expanded knowledge in this area will fa-
cilitate medical advances in numerous areas of clinical
interest that may not have been possible without them.[50]

The analysis of similarities between DNA sequences
from different organisms is also opening new avenues in
the study of evolution. In many cases, evolutionary ques-
tions can now be framed in terms of molecular biology;
indeed, many major evolutionary milestones (the emer-
gence of the ribosome and organelles, the development
of embryos with body plans, the vertebrate immune sys-
tem) can be related to the molecular level. Many ques-
tions about the similarities and differences between hu-
mans and our closest relatives (the primates, and indeed
the other mammals) are expected to be illuminated by the
data in this project.[34][51]

The project inspired and paved the way for genomic work
in other fields, such as agriculture. For example, by
studying the genetic composition of Tritium aestivum,
the world’s most commonly used bread wheat, great in-
sight has been gained into the ways that domestication
has impacted the evolution of the plant.[52] Which loci
are most susceptible to manipulation, and how does this
play out in evolutionary terms? Genetic sequencing has
allowed these questions to be addressed for the first time,
as specific loci can be compared in wild and domesticated
strains of the plant. This will allow for advances in ge-
netic modification in the future which could yield health-
ier, more disease-resistant wheat crops.

7.7 Ethical, legal and social issues

At the onset of the Human Genome Project several eth-
ical, legal, and social concerns were raised in regards to
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how increased knowledge of the human genome could be
used to discriminate against people. One of themain con-
cerns of most individuals was the fear that both employers
and health insurance companies would refuse to hire indi-
viduals or refuse to provide insurance to people because
of a health concern indicated by someone’s genes.[53]
In 1996 the United States passed the Health Insurance
Portability and Accountability Act (HIPAA) which pro-
tects against the unauthorized and non-consensual release
of individually identifiable health information to any en-
tity not actively engaged in the provision of healthcare
services to a patient.[54]

Along with identifying all of the approximately 20,000–
25,000 genes in the human genome, the Human Genome
Project also sought to address the ethical, legal, and social
issues that were created by the onset of the project. For
that the Ethical, Legal, and Social Implications (ELSI)
program was founded in 1990. Five percent of the annual
budget was allocated to address the ELSI arising from the
project.[16][55] This budget started at approximately $1.57
million in the year 1990, but increased to approximately
$18 million in the year 2014.[56]

Whilst the project may offer significant benefits to
medicine and scientific research, some authors have em-
phasized the need to address the potential social conse-
quences of mapping the human genome. “Molecularising
disease and their possible cure will have a profound im-
pact on what patients expect from medical help and the
new generation of doctors’ perception of illness.”[57]

7.8 See also
• 1000 Genomes Project

• Chimpanzee Genome Project

• ENCODE

• EuroPhysiome

• Genome Compiler

• HUGO Gene Nomenclature Committee

• Human Brain Project

• Human Connectome Project

• Human Cytome Project

• Human Microbiome Project

• Human proteome project

• Human Variome Project

• List of biological databases

• Neanderthal Genome Project

• Sanger Institute

• The Genographic Project
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• Learning about the Human Genome. Part 1: Chal-
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• Learning about the Human Genome. Part 2: Re-
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• Patenting Life by Merrill Goozner

• Prepared Statement of Craig Venter of Celera Ven-
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Project.
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Chapter 8

Human Microbiome Project

Logo of the Human Microbiome Project.

TheHumanMicrobiome Project (HMP) was a United
States National Institutes of Health (NIH) initiative
with the goal of identifying and characterizing the
microorganisms which are found in association with both
healthy and diseased humans (the human microbiome).
Launched in 2008,[1] it was a five-year project, best char-
acterized as a feasibility study, and had a total budget
of $115 million. The ultimate goal of this and simi-
lar NIH-sponsored microbiome projects was to test how
changes in the humanmicrobiome are associated with hu-
man health or disease. This topic is currently not well
understood.
Important components of the Human Microbiome
Project were culture-independent methods of micro-
bial community characterization, such as metagenomics
(which provides a broad genetic perspective on a sin-
gle microbial community), as well as extensive whole
genome sequencing (which provides a “deep” genetic per-
spective on certain aspects of a given microbial com-
munity, i.e. of individual bacterial species). The lat-
ter served as reference genomic sequences — 3000
such sequences of individual bacterial isolates are cur-
rently planned — for comparison purposes during sub-
sequent metagenomic analysis. The microbiology of five
body sites was emphasized: oral, skin, vaginal, gut, and
nasal/lung. The project also financed deep sequencing of
bacterial 16S rRNA sequences amplified by polymerase
chain reaction from human subjects.[2]

8.1 Introduction

Depiction of prevalences of various classes of bacteria at selected
sites on human skin

As of 2014, it was often reported in popular media and
in the scientific literature that there are about 10 times as
many microbial cells in the human body than there are
human cells; this figure was based on estimates that the
human microbiome includes around 100 trillion bacterial
cells and an adult human typically has around 10 trillion
human cells.[3] In 2014 the American Academy ofMicro-
biology published an FAQ that emphasized that the num-
ber of microbial cells and the number of human cells are
both estimates, and noted that recent research had arrived
at a new estimate of the number of human cells at around
37 trillion cells, meaning that the ratio of microbial to
human cells is probably about 3:1.[3][4] In 2016 another
group published a new estimate of ratio as being roughly
1:1 (1.3:1, with “an uncertainty of 25% and a variation of
53% over the population of standard 70 kg males”).[5][6]
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Many of the organisms that make up the human mi-
crobiome have not been successfully cultured, identified,
or otherwise characterized. Organisms thought to be
found in the human microbiome, however, may gener-
ally be categorized as bacteria (the majority), members
of domain Archaea, yeasts, and single-celled eukaryotes
as well as various helminth parasites and viruses, the lat-
ter including viruses that infect the cellular microbiome
organisms (e.g., bacteriophages, the viruses of bacteria).

The HMP will address some of the most
inspiring, vexing and fundamental scientific
questions today. Importantly, it also has the po-
tential to break down the artificial barriers be-
tween medical microbiology and environmen-
tal microbiology. It is hoped that the HMP will
not only identify new ways to determine health
and predisposition to diseases but also define
the parameters needed to design, implement
and monitor strategies for intentionally manip-
ulating the human microbiota, to optimize its
performance in the context of an individual’s
physiology.[7]

The HMP has been described as “a logical concep-
tual and experimental extension of the Human Genome
Project.”[7] In 2007 the Human Microbiome Project was
listed on the NIH Roadmap for Medical Research[8] as
one of the New Pathways to Discovery. Organized char-
acterization of the human microbiome is also being done
internationally under the auspices of the International Hu-
man Microbiome Consortium.[9] The Canadian Institutes
of Health Research, through the CIHR Institute of In-
fection and Immunity, is leading the Canadian Micro-
biome Initiative[10] to develop a coordinated and focused
research effort to analyze and characterize the microbes
that colonize the human body and their potential alter-
ation during chronic disease states.

8.2 Goals

The HMP includes the following goals:[11]

• To develop a reference set of microbial genome se-
quences and to perform preliminary characteriza-
tion of the human microbiome

• To explore the relationship between disease and
changes in the human microbiome

• To develop new technologies and tools for compu-
tational analysis

• To establish a resource repository

• To study the ethical, legal, and social implications of
human microbiome research

8.3 Achievements

The impact to date of the Human Microbiome Project
may be partially assessed by examination of research
sponsored by the HMP. Over 190 peer-reviewed publi-
cations are listed on the HMP website from June 2009
through August 2012.[12]

Major categories of work funded by HMP include:

• Development of new database systems allowing ef-
ficient organization, storage, access, search and an-
notation of massive amounts of data. These include
IMG, the Integrated Microbial Genomes database
and comparative analysis system;[13] IMG/M, a re-
lated system that integrates metagenome data sets
with isolate microbial genomes from the IMG
system;[14] CharProtDB, a database of experimen-
tally characterized protein annotations;[15] and the
Genomes OnLine Database (GOLD), for monitor-
ing the status of genomic and metagenomic projects
worldwide and their associated metadata.[16]

• Development of tools for comparative analysis that
facilitate the recognition of common patterns, ma-
jor themes and trends in complex data sets. These
include RAPSearch2, a fast and memory-efficient
protein similarity search tool for next-generation
sequencing data;[17] Boulder ALignment Editor
(ALE), a web-based RNA alignment tool;[18] Web-
MGA, a customizable web server for fast metage-
nomic sequence analysis;[19] and DNACLUST, a
tool for accurate and efficient clustering of phylo-
genetic marker genes[20]

• Development of new methods and systems for as-
sembly of massive sequence data sets. No single as-
sembly algorithm addresses all the known problems
of assembling short-length sequences,[21] so next-
generation assembly programs such as AMOS[22]
are modular, offering a wide range of tools for as-
sembly. Novel algorithms have been developed for
improving the quality and utility of draft genome
sequences.[23]

• Assembly of a catalog of sequenced reference
genomes of pure bacterial strains from multiple
body sites, against which metagenomic results can
be compared. The original goal of 600 genomes
has been far surpassed; the current goal is for 3000
genomes to be in this reference catalog, sequenced
to at least a high-quality draft stage. As of March
2012, 742 genomes have been cataloged.[24]

• Establishment of the Data Analysis and Coordina-
tion Center (DACC),[25] which serves as the central
repository for all HMP data.

• Various studies exploring legal and ethical is-
sues associated with whole genome sequencing
research.[26][27][28][29]
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Developments funded by HMP include:

• New predictive methods for identifying active tran-
scription factor binding sites.[30]

• Identification, on the basis of bioinformatic evi-
dence, of a widely distributed, ribosomally pro-
duced electron carrier precursor[31]

• Time-lapse “moving pictures” of the human
microbiome.[32]

• Identification of unique adaptations adopted by seg-
mented filamentous bacteria (SFB) in their role as
gut commensals.[33] SFB are medically important
because they stimulate T helper 17 cells, thought to
play a key role in autoimmune disease.

• Identification of factors distinguishing the micro-
biota of healthy and diseased gut.[34]

• Identification of a hitherto unrecognized domi-
nant role of Verrucomicrobia in soil bacterial
communities.[35]

• Identification of factors determining the viru-
lence potential of Gardnerella vaginalis strains in
vaginosis.[36]

• Identification of a link between oral microbiota and
atherosclerosis.[37]

• Demonstration that pathogenic species of Neisse-
ria involved in meningitis, septicemia, and sexually
transmitted disease exchange virulence factors with
commensal species.[38]

8.4 Milestones

8.4.1 Reference database established

On 13 June 2012, a major milestone of the Human Mi-
crobiome Project (HMP) was announced by the NIH di-
rector Francis Collins.[39] The announcement was accom-
panied with a series of coordinated articles published in
Nature[40][41] and several journals in the Public Library
of Science (PLoS) on the same day. By mapping the nor-
mal microbial make-up of healthy humans using genome
sequencing techniques, the researchers of the HMP have
created a reference database and the boundaries of nor-
mal microbial variation in humans.[42]

From 242 healthy U.S. volunteers, more than 5,000 sam-
ples were collected from tissues from 15 (men) to 18
(women) body sites such as mouth, nose, skin, lower in-
testine (stool) and vagina. All the DNA, human and mi-
crobial, were analyzed with DNA sequencing machines.
The microbial genome data were extracted by identify-
ing the bacterial specific ribosomal RNA, 16S rRNA.

The researchers calculated that more than 10,000 micro-
bial species occupy the human ecosystem and they have
identified 81 – 99% of the genera. In addition to estab-
lishing the human microbiome reference database, the
HMP project also discovered several “surprises”, which
include:

• Microbes contribute more genes responsible for hu-
man survival than humans’ own genes. It is esti-
mated that bacterial protein-coding genes are 360
times more abundant than human genes.

• Microbial metabolic activities; for example, diges-
tion of fats; are not always provided by the same bac-
terial species. The presence of the activities seems
to matter more.

• Components of the human microbiome change over
time, affected by a patient disease state and medica-
tion. However, the microbiome eventually returns to
a state of equilibrium, even though the composition
of bacterial types has changed.

8.4.2 Clinical application

Among the first clinical applications utilizing the HMP
data, as reported in several PLoS papers, the researchers
found a shift to less species diversity in vaginal micro-
biome of pregnant women in preparation for birth, and
high viral DNA load in the nasal microbiome of children
with unexplained fevers. Other studies using the HMP
data and techniques include role of microbiome in vari-
ous diseases in the digestive tract, skin, reproductive or-
gans and childhood disorders.[39]

8.4.3 Pharmaceutical application

Pharmaceutical microbiologists have considered the im-
plications of the HMP data in relation to the presence /
absence of 'objectionable' microorganisms in non-sterile
pharmaceutical products and in relation to the monitoring
of microorganisms within the controlled environments in
which products are manufactured. The latter also has im-
plications for media selection and disinfectant efficacy
studies.[43]

8.5 See also

• Environmental microbiology

• Genome project

• Genomics

• Gut flora

• Human microbiome
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• Human virome

• Medical microbiology

• Metagenomics

• Microbial ecology

• Microflora

• Multigenomic organism

• Oral microbiology

• Skin flora

• Superorganism

• Vaginal flora
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Chapter 9

Connectome

White matter tracts within a human brain, as visualized by MRI
tractography

A connectome (/kəˈnɛktoʊm/) is a comprehensive map
of neural connections in the brain, and may be thought
of as its "wiring diagram". More broadly, a connec-
tome would include the mapping of all neural connections
within an organism's nervous system.
The production and study of connectomes, known as
connectomics, may range in scale from a detailed map
of the full set of neurons and synapses within part or all
of the nervous system of an organism to a macro scale
description of the functional and structural connectivity
between all cortical areas and subcortical structures. The
term “connectome” is used primarily in scientific efforts
to capture, map, and understand the organization of neu-
ral interactions within the brain.
Research has successfully constructed the full connec-
tome of one animal: the roundworm C. elegans (White
et al., 1986,[2] Varshney et al., 2011[3]). Partial con-
nectomes of a mouse retina[4] and mouse primary visual
cortex[5] have also been successfully constructed. Bock
et al.'s complete 12 TB data set is publicly available at the
Open Connectome Project.[6]

The ultimate goal of connectomics is to map the human
brain. This effort is pursued by the Human Connectome

Rendering of a group connectome based on 20 subjects. Anatom-
ical fibers that constitute the white matter architecture of the hu-
man brain are visulized color-coded by traversing direction (xyz-
directions mapping to rgb colors respectively). Visualization of
fibers was done using TrackVis software.[1]

Project, sponsored by the National Institutes of Health,
whose focus is to build a network map of the human brain
in healthy, living adults.

9.1 Origin and usage of the term

In 2005, Dr. Olaf Sporns at Indiana University and Dr.
Patric Hagmann at Lausanne University Hospital inde-
pendently and simultaneously suggested the term “con-
nectome” to refer to a map of the neural connections
within the brain. This term was directly inspired by the
ongoing effort to sequence the human genetic code—to
build a genome.
“Connectomics” (Hagmann, 2005) has been defined as
the science concerned with assembling and analyzing
connectome data sets.[7]

In their 2005 paper, “The Human Connectome, a struc-
tural description of the human brain”, Sporns et al. wrote:

To understand the functioning of a network,
one must know its elements and their inter-
connections. The purpose of this article is
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to discuss research strategies aimed at a com-
prehensive structural description of the net-
work of elements and connections forming
the human brain. We propose to call this
dataset the human “connectome,” and we argue
that it is fundamentally important in cognitive
neuroscience and neuropsychology. The con-
nectome will significantly increase our under-
standing of how functional brain states emerge
from their underlying structural substrate, and
will provide new mechanistic insights into how
brain function is affected if this structural sub-
strate is disrupted.[8]

In his 2005 Ph.D. thesis, From diffusionMRI to brain con-
nectomics, Hagmann wrote:

It is clear that, like the genome, which is much
more than just a juxtaposition of genes, the
set of all neuronal connections in the brain
is much more than the sum of their individ-
ual components. The genome is an entity
it-self, as it is from the subtle gene interac-
tion that [life] emerges. In a similar man-
ner, one could consider the brain connectome,
set of all neuronal connections, as one sin-
gle entity, thus emphasizing the fact that the
huge brain neuronal communication capacity
and computational power critically relies on
this subtle and incredibly complex connectiv-
ity architecture.[7]

Pathways through cerebral white matter can be charted
by histological dissection and staining, by degeneration
methods, and by axonal tracing. Axonal tracing meth-
ods form the primary basis for the systematic charting
of long-distance pathways into extensive, species-specific
anatomical connection matrices between gray matter re-
gions. Landmark studies have included the areas and con-
nections of the visual cortex of the macaque (Felleman
and Van Essen, 1991)[9] and the thalamo-cortical system
in the feline brain (Scannell et al., 1999).[10] The develop-
ment of neuroinformatics databases for anatomical con-
nectivity allow for continual updating and refinement of
such anatomical connection maps. The online macaque
cortex connectivity tool CoCoMac (Kötter, 2004)[11] is a
prominent example of such a database.
In the human brain, the significance of the connectome
stems from the realization that the structure and function
of the human brain are intricately linked, through mul-
tiple levels and modes of brain connectivity. There are
strong natural constraints onwhich neurons or neural pop-
ulations can interact, or how strong or direct their inter-
actions are. Indeed, the foundation of human cognition
lies in the pattern of dynamic interactions shaped by the
connectome.
However, structure-function relationships in the brain are
unlikely to reduce to simple one-to-one mappings. In

fact, the connectome can evidently support a great num-
ber of variable dynamic states, depending on current
sensory inputs, global brain state, learning and develop-
ment. Some changes in functional state may involve rapid
changes of structural connectivity at the synaptic level, as
has been elucidated by two-photon imaging experiments
showing the rapid appearance and disappearance of den-
dritic spines (Bonhoeffer and Yuste, 2002).[12]

Despite such complex and variable structure-function
mappings, the connectome is an indispensable basis for
the mechanistic interpretation of dynamic brain data,
from single-cell recordings to functional neuroimaging.
The term “connectome” was more recently popularized
by Sebastian Seung's “I am my Connectome” speech
given at the 2010 TED conference, which discusses the
high-level goals of mapping the human connectome, as
well as ongoing efforts to build a three-dimensional neural
map of brain tissue at the microscale.[13] In 2012, Seung
published the book Connectome: How the Brain’s Wiring
Makes Us Who We Are.

9.2 At multiple scales

Brain networks can be defined at different levels of scale,
corresponding to levels of spatial resolution in brain imag-
ing (Kötter, 2007, Sporns, 2010).[14][15] These scales
can be roughly categorized as microscale, mesoscale and
macroscale. Ultimately, it may be possible to join con-
nectomic maps obtained at different scales into a single
hierarchical map of the neural organization of a given
species that ranges from single neurons to populations of
neurons to larger systems like cortical areas. Given the
methodological uncertainties involved in inferring con-
nectivity from the primary experimental data, and given
that there are likely to be large differences in the connec-
tomes of different individuals, any unified map will likely
rely on probabilistic representations of connectivity data
(Sporns et al., 2005).[8]

Mapping the connectome at the “microscale” (microm-
eter resolution) means building a complete map of the
neural systems, neuron-by-neuron. The challenge of do-
ing this becomes obvious: the number of neurons com-
prising the brain easily ranges into the billions in more
highly evolved organisms. The human cerebral cortex
alone contains on the order of 1010 neurons linked by
1014 synaptic connections.[16] By comparison, the num-
ber of base-pairs in a human genome is 3×109. A few of
the main challenges of building a human connectome at
the microscale today include: (1) data collection would
take years given current technology; (2) machine vision
tools to annotate the data remain in their infancy, and
are inadequate; and (3) neither theory nor algorithms are
readily available for the analysis of the resulting brain-
graphs. To address the data collection issues, several
groups are building high-throughput serial electron mi-
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croscopes (Kasthuri et al., 2009; Bock et al. 2011).
To address the machine-vision and image-processing is-
sues, the Open Connectome Project[6] is alg-sourcing
(algorithm outsourcing) this hurdle. Finally, statistical
graph theory is an emerging discipline which is develop-
ing sophisticated pattern recognition and inference tools
to parse these brain-graphs (Goldenberg et al., 2009).
A “mesoscale” connectome corresponds to a spatial res-
olution of hundreds of micrometers. Rather than at-
tempt to map each individual neuron, a connectome at the
mesoscale would attempt to capture anatomically and/or
functionally distinct neuronal populations, formed by lo-
cal circuits (e.g. cortical columns) that link hundreds or
thousands of individual neurons. This scale still presents
a very ambitious technical challenge at this time and can
only be probed on a small scale with invasive techniques
or very high field MRI on a local scale.
A connectome at the macroscale (millimeter resolution)
attempts to capture large brain systems that can be par-
cellated into anatomically distinct modules (areas, parcels
or nodes), each having a distinct pattern of connectivity.
Connectomic databases at the mesoscale and macroscale
may be significantly more compact than those at cellular
resolution, but they require effective strategies for accu-
rate anatomical or functional parcellation of the neural
volume into network nodes (for complexities see, e.g.,
Wallace et al., 2004).[17]

9.3 Mapping at the cellular level

Current non-invasive imaging techniques cannot capture
the brain’s activity on a neuron-by-neuron level. Map-
ping the connectome at the cellular level in vertebrates
currently requires post-mortem microscopic analysis of
limited portions of brain tissue. Non-optical techniques
that rely on high-throughput DNA sequencing have been
proposed recently by Anthony Zador (CSHL).[18]

Traditional histological circuit-mapping approaches rely
on imaging and include light-microscopic techniques for
cell staining, injection of labeling agents for tract tracing,
or chemical brain preservation, staining and reconstruc-
tion of serially sectioned tissue blocks via electron mi-
croscopy (EM). Each of these classical approaches has
specific drawbacks when it comes to deployment for con-
nectomics. The staining of single cells, e.g. with the
Golgi stain, to trace cellular processes and connectivity
suffers from the limited resolution of light-microscopy
as well as difficulties in capturing long-range projections.
Tract tracing, often described as the “gold standard” of
neuroanatomy for detecting long-range pathways across
the brain, generally only allows the tracing of fairly large
cell populations and single axonal pathways. EM recon-
struction was successfully used for the compilation of
the C. elegans connectome (White et al., 1986).[2] How-
ever, applications to larger tissue blocks of entire nervous

systems have traditionally had difficulty with projections
that span longer distances.
Recent advances in mapping neural connectivity at the
cellular level offer significant new hope for overcoming
the limitations of classical techniques and for compiling
cellular connectome data sets (Livet et al., 2007; Licht-
man et al., 2008).[19][20][21] Using Brainbow, a combi-
natorial color labeling method based on the stochastic
expression of several fluorescent proteins, Lichtman and
colleagues were able to mark individual neurons with one
of over 100 distinct colors. The labeling of individual
neurons with a distinguishable hue then allows the trac-
ing and reconstruction of their cellular structure including
long processes within a block of tissue.
In March 2011, the journal Nature published a pair of
articles on micro-connectomes: Bock et al.[5] and Brig-
gman et al.[4] In both articles, the authors first character-
ized the functional properties of a small subset of cells,
and then manually traced a subset of the processes em-
anating from those cells to obtain a partial subgraph. In
alignment with the principles of open-science, the authors
of Bock et al. (2011) have released their data for pub-
lic access. The full resolution 12TB dataset from Bock
et al. is available at the Open Connectome Project.[6]
In 2012, a citizen science project called EyeWire began
attempting to crowdsource the mapping of the connec-
tome through an interactive game.[22] Independently, im-
portant topologies of functional interactions among sev-
eral hundred cells are also gradually going to be declared
(Shimono and Beggs, 2014).[23] Scaling up ultrastructural
circuit mapping to the whole mouse brain is currently un-
derway (Mikula, 2012).[24] An alternative approach to
mapping connectivity was recently proposed by Zador
and colleagues (Zador et al., 2012).[18] Zador’s technique,
called BOINC (barcoding of individual neuronal connec-
tions) uses high-throughput sequencing to map neural cir-
cuits. Briefly, the approach consists of (1) labelling each
neuron with a unique DNA barcode; (2) transferring bar-
codes between synaptically coupled neurons (for exam-
ple using PRV); and (3) fusion of barcodes to represent
a synaptic pair. This approach has the potential to be
cheap, fast, and extremely high-throughput.

9.4 Mapping at the macro scale

Established methods of brain research, such as axonal
tracing, provided early avenues for building connectome
data sets. However, more recent advances in living sub-
jects has been made by the use of non-invasive imaging
technologies such as diffusion magnetic resonance imag-
ing and functional magnetic resonance imaging (fMRI).
The first, when combined with tractography allows recon-
struction of the major fiber bundles in the brain. The sec-
ond allows the researcher to capture the brain’s network
activity (either at rest or while performing directed tasks),
enabling the identification of structurally and anatomi-
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cally distinct areas of the brain that are functionally con-
nected.
Notably, the goal of the Human Connectome Project, led
by the WU-Minn consortium, is to build a structural and
functional map of the healthy human brain at the macro
scale, using a combination of multiple imaging technolo-
gies and resolutions.

9.4.1 Recent advances in connectivity
mapping

Tractographic reconstruction of neural connections via DTI

Over the past few years, several investigators have at-
tempted to map the large-scale structural architecture of
the human cerebral cortex. One attempt exploited cross-
correlations in cortical thickness or volume across indi-
viduals (He et al., 2007).[25] Such gray-matter thickness
correlations have been postulated as indicators for the
presence of structural connections. A drawback of the
approach is that it provides highly indirect information
about cortical connection patterns and requires data from
large numbers of individuals to derive a single connection
data set across a subject group. Other investigators have
attempted to build whole-brain connection matrices from
diffusion imaging data.

9.4.2 Primary challenge for macroscale
connectomics: determining parcella-
tions of the brain

The initial explorations in macroscale human connec-
tomics were done using either equally sized regions or
anatomical regions with unclear relationship to the un-
derlying functional organization of the brain (e.g. gyral

and sulcal-based regions). While much can be learned
from these approaches, it is highly desirable to parcel-
late the brain into functionally distinct parcels: brain re-
gions with distinct architectonics, connectivity, function,
and/or topography (Felleman and Van Essen, 1991).[26]
Accurate parcellation allows each node in the macroscale
connectome to be more informative by associating it
with a distinct connectivity pattern and functional pro-
file. Parcellation of localized areas of cortex have been
accomplished using diffusion tractography (Beckmann et
al. 2009)[27] and functional connectivity (Nelson et al.
2010)[28] to non-invasively measure connectivity patterns
and define cortical areas based on distinct connectivity
patterns. Such analyses may best be done on a whole
brain scale and by integrating non-invasive modalities.
Accurate whole brain parcellation may lead to more accu-
rate macroscale connectomes for the normal brain, which
can then be compared to disease states.

9.5 Mapping functional connectiv-
ity to complement anatomical
connectivity

Using functional MRI (fMRI) in the resting state and dur-
ing tasks, functions of the connectome circuits are be-
ing studied.[29] Just as detailed road maps of the earth’s
surface do not tell us much about the kind of vehicles
that travel those roads or what cargo they are hauling,
to understand how neural structures result in specific
functional behavior such as consciousness, it is neces-
sary to build theories that relate functions to anatomi-
cal connectivity.[30] However, the bond between struc-
tural and functional connectivity is not straightforward.
Computational models of whole-brain network dynamics
are valuable tools to investigate the role of the anatomi-
cal network in shaping functional connectivity.[31][32] In
particular, computational models can be used to predict
the dynamic effect of lesions in the connectome.[33][34]

9.6 As a network or graph

The connectome can be studied as a network by means
of network science and graph theory. In case of a micro-
scale connectome, the nodes of this network (or graph)
are the neurons, and the edges correspond to the synapses
between those neurons. For the macro-scale connectome,
the nodes correspond to the ROIs (regions of interest),
while the edges of the graph are derived from the ax-
ons interconnecting those areas. Thus connectomes are
sometimes referred to as brain graphs, as they are indeed
graphs in a mathematical sense which describe the con-
nections in the brain (or, in a broader sense, the whole
nervous system).
One group of researchers (Iturria-Medina et al., 2008)[35]
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has constructed connectome data sets using diffusion ten-
sor imaging (DTI)[36][37] followed by the derivation of
average connection probabilities between 70-90 cortical
and basal brain gray matter areas. All networks were
found to have small-world attributes and “broad-scale”
degree distributions. An analysis of betweenness central-
ity in these networks demonstrated high centrality for the
precuneus, the insula, the superior parietal and the supe-
rior frontal cortex. Another group (Gong et al. 2008)[38]
has applied DTI to map a network of anatomical connec-
tions between 78 cortical regions. This study also identi-
fied several hub regions in the human brain, including the
precuneus and the superior frontal gyrus.
Hagmann et al. (2007)[39] constructed a connection
matrix from fiber densities measured between homoge-
neously distributed and equal-sized regions of interest
(ROIs) numbering between 500 and 4000. A quanti-
tative analysis of connection matrices obtained for ap-
proximately 1000 ROIs and approximately 50,000 fiber
pathways from two subjects demonstrated an exponential
(one-scale) degree distribution as well as robust small-
world attributes for the network. The data sets were de-
rived from diffusion spectrum imaging (DSI) (Wedeen,
2005),[40] a variant of diffusion-weighted imaging[41][42]
that is sensitive to intra-voxel heterogeneities in diffusion
directions caused by crossing fiber tracts and thus allows
more accurate mapping of axonal trajectories than other
diffusion imaging approaches (Wedeen, 2008).[43] The
combination of whole-head DSI datasets acquired and
processed according to the approach developed by Hag-
mann et al. (2007)[39] with the graph analysis tools con-
ceived initially for animal tracing studies (Sporns, 2006;
Sporns, 2007)[44][45] allow a detailed study of the network
structure of human cortical connectivity (Hagmann et al.,
2008).[46] The human brain network was characterized
using a broad array of network analysis methods includ-
ing core decomposition, modularity analysis, hub classifi-
cation and centrality. Hagmann et al. presented evidence
for the existence of a structural core of highly and mu-
tually interconnected brain regions, located primarily in
posterior medial and parietal cortex. The core comprises
portions of the posterior cingulate cortex, the precuneus,
the cuneus, the paracentral lobule, the isthmus of the cin-
gulate, the banks of the superior temporal sulcus, and the
inferior and superior parietal cortex, all located in both
cerebral hemispheres.
A subfield of connectomics deals with the comparison
of the brain graphs of multiple subjects. It is possible
to build a consensus graph such the Budapest Reference
Connectome by allowing only edges that are present in at
least k connectomes, for a selectable k parameter. The
Budapest Reference Connectome has led the researchers
to the discovery of the Consensus Connectome Dynam-
ics of the human brain graphs. The edges appeared in
all of the brain graphs form a connected subgraph around
the brainstem. By allowing gradually less frequent edges,
this core subgraph grows continuously, as a shrub. The

growth dynamics may reflect the individual brain devel-
opment and provide an opportunity to direct some edges
of the human consensus brain graph.[47]

The possible causes of the difference between individual
connectomes were also investigated. It has been found
that the macro-scale connectomes of women contain sig-
nificantly more edges than those of men, and a larger
portion of the edges in the connectomes of women run
between the two hemispheres.[48][49] In addition, con-
nectomes generally exhibit a small-world character, with
overall cortical connectivity decreasing with age.[50] The
aim of the as of 2015 ongoing HCPLifespan Pilot Project
is to identify connectome differences between 6 age
groups (4–6, 8–9, 14–15, 25–35, 45–55, 65–75).
More recently, connectograms have been used to visu-
alize full-brain data by placing cortical areas around a
circle, organized by lobe.[51][52] Inner circles then depict
cortical metrics on a color scale. White matter fiber con-
nections in DTI data are then drawn between these cor-
tical regions and weighted by fractional anisotropy and
strength of the connection. Such graphs have even been
used to analyze the damage done to the famous traumatic
brain injury patient Phineas Gage.[53]

Statistical graph theory is an emerging discipline which
is developing sophisticated pattern recognition and infer-
ence tools to parse these brain graphs (Goldenberg et al.,
2009).

9.7 See also

• Drosophila connectome

• Interactome

• List of animals by number of neurons

• Outline of brain mapping

• Outline of the human brain
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Chapter 10

Biological engineering

Modeling of the spread of disease using Cellular Automata and
Nearest Neighbor Interactions

Biological engineering or bio-engineering (including
biological systems engineering) is the application of con-
cepts and methods of biology (and secondarily of physics,
chemistry, mathematics, and computer science) to solve
real-world problems related to life sciences or the ap-
plication thereof, using engineering's own analytical and
synthetic methodologies and also its traditional sensitivity
to the cost and practicality of the solution(s) arrived at. In
this context, while traditional engineering applies phys-
ical and mathematical sciences to analyze, design and
manufacture inanimate tools, structures and processes,
biological engineering uses primarily the rapidly devel-
oping body of knowledge known as molecular biology
to study and advance applications of organisms and to
create biotechnology. This may eventually include the
possibility of biologically engineering machines and 3D
printing that re-order matter at a molecular scale. Physi-
cist Richard Feynman theorized about the idea of amedi-
cal use for these biological machines, introduced into the
body, to repair or detect damages and infections. . Feyn-
man and Albert Hibbs suggested that it might one day
be possible to (as Feynman put it) "swallow the doctor".
The idea was discussed in Feynman’s 1959 essay There’s

Plenty of Room at the Bottom.[1]

Industrial bio-engineering extends from the creation of
artificial organs by technical means or finds ways of
growing organs and tissues through the methods of
regenerative medicine to compensate reduced or lost
physiological functions (Biomedical Engineering) and to
develop genetically modified organisms, i.e., agricultural
plants and animals as well as the molecular designs of
compounds with desired properties (protein engineering,
engineering enzymology). In the non-medical aspects
of bio-engineering, it is closely related to biotechnology,
nanotechnology and 3D printing.
An especially important application is the analysis and
cost-effective solution of problems related to human
health (human bioengineering), but the field is much
more general than that. For example, biomimetics is
a branch of biological engineering which strives to find
ways in which the structures and functions of living or-
ganisms can be used as models for the design and engi-
neering of materials and machines. Systems biology, on
the other hand, seeks to exploit the engineer’s familiar-
ity with complex artificial systems, and perhaps the con-
cepts used in “reverse engineering”, to facilitate the diffi-
cult process of recognition of the structure, function, and
precise method of operation of complex biological sys-
tems.
The differentiation between biological engineering and
biomedical engineering can be unclear, as many universi-
ties loosely use the terms “bioengineering” and “biomed-
ical engineering” interchangeably.[2] Biomedical engi-
neers are specifically focused on applying biological and
other sciences toward medical innovations, whereas bio-
logical engineers are focused principally on applying en-
gineering principles to biology - but not necessarily for
medical uses. Hence neither “biological” engineering nor
“biomedical” engineering is wholly contained within the
other, as there can be “non-biological” products formedi-
cal needs as well as “biological” products for non-medical
needs (the latter including notably biosystems engineer-
ing).
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10.1 History

Biological engineering is a science-based discipline
founded upon the biological sciences in the same way
that chemical engineering, electrical engineering, and
mechanical engineering[3] can be based upon chem-
istry, electricity and magnetism, and classical mechanics,
respectively.[4]

Biological engineering can be differentiated from its
roots of pure biology or other engineering fields. Biolog-
ical studies often follow a reductionist approach in view-
ing a system on its smallest possible scale which naturally
leads toward the development of tools like functional ge-
nomics. Engineering approaches, using classical design
perspectives, are constructionist, building new devices,
approaches, and technologies from component parts or
concepts. Biological engineering uses both approaches
in concert, relying on reductionist approaches to identify,
understand, and organize the fundamental units, which
are then integrated to generate something new.[5] In ad-
dition, because it is an engineering discipline, biological
engineering is fundamentally concerned with not just the
basic science, but its practical application of the scien-
tific knowledge to solve real-world problems in a cost-
effective way.
Although engineered biological systems have been used
to manipulate information, construct materials, process
chemicals, produce energy, provide food, and help main-
tain or enhance human health and our environment, our
ability to quickly and reliably engineer biological sys-
tems that behave as expected is at present less well de-
veloped than our mastery over mechanical and electrical
systems.[6]

ABET,[7] the U.S.-based accreditation board for en-
gineering B.S. programs, makes a distinction between
biomedical engineering and biological engineering,
though there is much overlap (see above). Foundational
courses are often the same and include thermodynam-
ics, fluid and mechanical dynamics, kinetics, electron-
ics, and materials properties.[8][9] According to Profes-
sor Doug Lauffenburger of MIT,[10][11] biological engi-
neering (like biotechnology) has a broader base which ap-
plies engineering principles to an enormous range of size
and complexities of systems ranging from the molecu-
lar level - molecular biology, biochemistry, microbiology,
pharmacology, protein chemistry, cytology, immunology,
neurobiology and neuroscience (often but not always us-
ing biological substances) - to cellular and tissue-based
methods (including devices and sensors), whole macro-
scopic organisms (plants, animals), and up increasing
length scales to whole ecosystems.
The word bioengineering was coined by British scientist
and broadcaster Heinz Wolff in 1954.[12] The term bio-
engineering is also used to describe the use of vegetation
in civil engineering construction. The term bioengineer-
ing may also be applied to environmental modifications

such as surface soil protection, slope stabilization, water-
course and shoreline protection, windbreaks, vegetation
barriers including noise barriers and visual screens, and
the ecological enhancement of an area. The first biologi-
cal engineering program was created at Mississippi State
University in 1967, making it the first biological engi-
neering curriculum in the United States.[13] More recent
programs have been launched at MIT [10] and Utah State
University.[14]

10.2 Description

Biological engineers or bio-engineers are engineers who
use the principles of biology and the tools of engi-
neering to create usable, tangible, economically vi-
able products.[15] Biological engineering employs knowl-
edge and expertise from a number of pure and applied
sciences,[16] such as mass and heat transfer, kinetics, bio-
catalysts, biomechanics, bioinformatics, separation and
purification processes, bioreactor design, surface science,
fluid mechanics, thermodynamics, and polymer science.
It is used in the design of medical devices, diagnostic
equipment, biocompatible materials, renewable bioen-
ergy, ecological engineering, agricultural engineering,
and other areas that improve the living standards of so-
cieties.
In general, biological engineers attempt to either mimic
biological systems to create products or modify and con-
trol biological systems so that they can replace, augment,
sustain, or predict chemical andmechanical processes.[17]
Bioengineers can apply their expertise to other applica-
tions of engineering and biotechnology, including genetic
modification of plants and microorganisms, bioprocess
engineering, and biocatalysis.
Because other engineering disciplines also address living
organisms (e.g., prosthetics in bio-mechanical engineer-
ing), the term biological engineering can be applied
more broadly to include agricultural engineering and
biotechnology, which notably can address non-healthcare
objectives as well (unlike biomedical engineering). In
fact, many old agricultural engineering departments in
universities over the world have rebranded themselves
as agricultural and biological engineering or agricultural
and biosystems engineering. Biological engineering is
also called bioengineering by some colleges, and biomed-
ical engineering is called bioengineering by others, and
is a rapidly developing field with fluid categorization.
Depending on the institution and particular definitional
boundaries employed, some major fields of bioengineer-
ing may be categorized as (note these may overlap):

• biological systems engineering

• biomedical engineering: biomedical technol-
ogy, biomedical diagnostics, biomedical therapy,
biomechanics, biomaterials;
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• genetic engineering (involving both of the above, al-
though in different applications): synthetic biology,
horizontal gene transfer;

• bioprocess engineering: bioprocess design,
biocatalysis, bioseparation, bioinformatics,
bioenergy;

• cellular engineering: cell engineering, tissue engi-
neering, metabolic engineering;

• biomimetics: the use of knowledge gained from re-
verse engineering evolved living systems to solve
difficult design problems in artificial systems.

• bioprinting

10.3 References
[1] Richard P. Feynman (December 1959). “There’s Plenty

of Room at the Bottom”. Retrieved March 2010. Check
date values in: |access-date= (help)

[2] NIH working definition of bioengineering accessed
Archived May 12, 2008, at the Wayback Machine.,
1/1/2007

[3] Biological Engineering. Gale Virtual Reference Library.
2015. p. 18. ISBN 978-1-62968-526-7.

[4] Cuello JC, Engineering to biology and biology to engi-
neering, The bi-directional connection between engineer-
ing and biology in biological engineering design, Int J En-
gng Ed 2005, 21, 1-7

[5] Riley MR, Introducing Journal of Biological Engineering.
Journal of Biological Engineering, vol 1, article 1, 2007.

[6] Endy D (2005). “Foundations for engineering biology”.
Nature. 438: 449–4.

[7] ABET Accreditation, accessed 9/8/2010.

[8] Linsenmeier RA, Defining the Undergraduate Biomedical
Engineering Curriculum

[9] Johnson AT, Phillips WM. “Philosophical foundations of
biological engineering”. Journal of Engineering Educa-
tion. 1995 (84): 311–318.

[10] “MIT, Department of Biological Engineering”. Retrieved
16 April 2015.

[11] “MIT Directory, Doug Lauffenburger”. Retrieved 15
April 2015.

[12] “Professor Heinz Wolff”. Heinzwolff.co.uk. Archived
from the original on 2012-10-20. Retrieved 2011-11-13.

[13] “Mississippi State University, Agricultural & Biological
Engineering Department”. Abe.msstate.edu. Retrieved
15 April 2015.

[14] “Utah State University, Department of Biological Engi-
neering”. be.usu.edu. Retrieved 2011-11-13.

[15] Biological engineering. Gale Virtual Reference Library.
2015. p. 10. ISBN 978-1-62968-526-7.

[16] The Basics of Bioengineering Education. 26Th South-
ern Biomedical Engineering Conference, College Park,
Maryland. 2010. p. 65. ISBN 9783642149979.

[17] Pasotti, Lorenzo; Zucca, Susanna (2014-08-03).
“Advances and Computational Tools towards Predictable
Design in Biological Engineering”. Computational
and Mathematical Methods in Medicine. 2014: 1–16.
doi:10.1155/2014/369681. PMC 4137594 . PMID
25161694.

10.4 External links
• Benchling

• Genome Compiler

• Bioengineering Society

• Biomedical Engineering Society

• Institute of Biological Engineering

• Benjoe Institute of Systems Biological Engineering

• American Institute of Medical and Biological Engi-
neering

• American Society of Agricultural and Biological
Engineers

• Society for Biological Engineering part of AIChE

• Journal of Biological Engineering, JBE

• Biological Engineering Transactions

https://en.wikipedia.org/wiki/Genetic_engineering
https://en.wikipedia.org/wiki/Synthetic_biology
https://en.wikipedia.org/wiki/Horizontal_gene_transfer
https://en.wikipedia.org/wiki/Bioprocess_engineering
https://en.wikipedia.org/wiki/Bioprocess_design
https://en.wikipedia.org/wiki/Biocatalysis
https://en.wikipedia.org/wiki/Bioseparation
https://en.wikipedia.org/wiki/Bioinformatics
https://en.wikipedia.org/wiki/Bioenergy
https://en.wikipedia.org/wiki/Cellular_engineering
https://en.wikipedia.org/wiki/Cell_engineering
https://en.wikipedia.org/wiki/Tissue_engineering
https://en.wikipedia.org/wiki/Tissue_engineering
https://en.wikipedia.org/wiki/Metabolic_engineering
https://en.wikipedia.org/wiki/Biomimetics
https://en.wikipedia.org/wiki/Bioprinting
http://www.its.caltech.edu/~feynman/plenty.html
http://www.its.caltech.edu/~feynman/plenty.html
https://en.wikipedia.org/wiki/Help:CS1_errors#bad_date
http://www.becon.nih.gov/bioengineering_definition.htm
https://web.archive.org/web/20080512145814/http://www.becon.nih.gov/bioengineering_definition.htm
https://en.wikipedia.org/wiki/Wayback_Machine
https://en.wikipedia.org/wiki/International_Standard_Book_Number
https://en.wikipedia.org/wiki/Special:BookSources/978-1-62968-526-7
http://www.jbioleng.org/
http://www.nature.com/nature/journal/v438/n7067/full/nature04342.html
http://www.abet.org/accreditation/
http://www.vanth.org/curriculum/def_bme_curr.pdf
http://www.vanth.org/curriculum/def_bme_curr.pdf
https://en.wikipedia.org/wiki/Journal_of_Engineering_Education
https://en.wikipedia.org/wiki/Journal_of_Engineering_Education
http://web.mit.edu/be/index.shtml
http://be.mit.edu/directory/douglas-a-lauffenburger
https://web.archive.org/web/20121020155204/http://care4care.org/
http://www.heinzwolff.co.uk/
http://www.abe.msstate.edu/about/
http://www.abe.msstate.edu/about/
http://www.be.usu.edu/
http://www.be.usu.edu/
https://en.wikipedia.org/wiki/International_Standard_Book_Number
https://en.wikipedia.org/wiki/Special:BookSources/978-1-62968-526-7
https://en.wikipedia.org/wiki/International_Standard_Book_Number
https://en.wikipedia.org/wiki/Special:BookSources/9783642149979
http://www.hindawi.com/journals/cmmm/2014/369681/
http://www.hindawi.com/journals/cmmm/2014/369681/
https://en.wikipedia.org/wiki/Digital_object_identifier
https://dx.doi.org/10.1155%252F2014%252F369681
https://en.wikipedia.org/wiki/PubMed_Central
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC4137594
https://en.wikipedia.org/wiki/PubMed_Identifier
https://www.ncbi.nlm.nih.gov/pubmed/25161694
https://www.benchling.com/
http://www.genomecompiler.com/
http://www.bioengineer.org/
http://bmes.org/
http://www.ibe.org/
https://web.archive.org/web/20110710043251/http://www.sysbioeng.com:80/stes/sysbiology01.html
http://www.aimbe.org/
http://www.aimbe.org/
http://www.asabe.org/
http://www.asabe.org/
http://www.aiche.org/sbe/index.aspx
https://en.wikipedia.org/wiki/AIChE
http://www.jbioleng.org/
https://web.archive.org/web/20130503153540/http://www.asabe.org/publications/publications/periodicals.aspx


Chapter 11

Nanotechnology

For the materials science journal, see Nanotechnology
(journal).

Nanotechnology ("nanotech") is manipulation ofmatter
on an atomic, molecular, and supramolecular scale. The
earliest, widespread description of nanotechnology[1][2]
referred to the particular technological goal of precisely
manipulating atoms and molecules for fabrication of
macroscale products, also now referred to as molecular
nanotechnology. A more generalized description of nan-
otechnology was subsequently established by the National
Nanotechnology Initiative, which defines nanotechnology
as the manipulation of matter with at least one dimension
sized from 1 to 100 nanometers. This definition reflects
the fact that quantum mechanical effects are important
at this quantum-realm scale, and so the definition shifted
from a particular technological goal to a research cate-
gory inclusive of all types of research and technologies
that deal with the special properties of matter which oc-
cur below the given size threshold. It is therefore com-
mon to see the plural form “nanotechnologies” as well as
“nanoscale technologies” to refer to the broad range of re-
search and applications whose common trait is size. Be-
cause of the variety of potential applications (including
industrial and military), governments have invested bil-
lions of dollars in nanotechnology research. Until 2012,
through its National Nanotechnology Initiative, the USA
has invested 3.7 billion dollars, the European Union has
invested 1.2 billion and Japan 750 million dollars.[3]

Nanotechnology as defined by size is naturally very broad,
including fields of science as diverse as surface science,
organic chemistry, molecular biology, semiconductor
physics, microfabrication, molecular engineering, etc.[4]
The associated research and applications are equally di-
verse, ranging from extensions of conventional device
physics to completely new approaches based upon
molecular self-assembly, from developing new materials
with dimensions on the nanoscale to direct control ofmat-
ter on the atomic scale.
Scientists currently debate the future implications of nan-
otechnology. Nanotechnology may be able to create
many new materials and devices with a vast range of
applications, such as in nanomedicine, nanoelectronics,
biomaterials energy production, and consumer prod-

ucts. On the other hand, nanotechnology raises many of
the same issues as any new technology, including con-
cerns about the toxicity and environmental impact of
nanomaterials,[5] and their potential effects on global eco-
nomics, as well as speculation about various doomsday
scenarios. These concerns have led to a debate among
advocacy groups and governments on whether special
regulation of nanotechnology is warranted.

11.1 Origins

Main article: History of nanotechnology

The concepts that seeded nanotechnology were first dis-
cussed in 1959 by renowned physicist Richard Feynman
in his talk There’s Plenty of Room at the Bottom, in which
he described the possibility of synthesis via direct manip-
ulation of atoms. The term “nano-technology” was first
used byNorio Taniguchi in 1974, though it was not widely
known.

Comparison of Nanomaterials Sizes

Inspired by Feynman’s concepts, K. Eric Drexler used the
term “nanotechnology” in his 1986 book Engines of Cre-
ation: The Coming Era of Nanotechnology, which pro-
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posed the idea of a nanoscale “assembler” which would
be able to build a copy of itself and of other items of
arbitrary complexity with atomic control. Also in 1986,
Drexler co-founded The Foresight Institute (with which
he is no longer affiliated) to help increase public aware-
ness and understanding of nanotechnology concepts and
implications.
Thus, emergence of nanotechnology as a field in the
1980s occurred through convergence of Drexler’s the-
oretical and public work, which developed and pop-
ularized a conceptual framework for nanotechnology,
and high-visibility experimental advances that drew ad-
ditional wide-scale attention to the prospects of atomic
control of matter. In the 1980s, two major breakthroughs
sparked the growth of nanotechnology in modern era.
First, the invention of the scanning tunneling microscope
in 1981 which provided unprecedented visualization of
individual atoms and bonds, and was successfully used
to manipulate individual atoms in 1989. The micro-
scope’s developers Gerd Binnig and Heinrich Rohrer at
IBM Zurich Research Laboratory received a Nobel Prize
in Physics in 1986.[6][7] Binnig, Quate and Gerber also in-
vented the analogous atomic force microscope that year.

Buckminsterfullerene C60, also known as the buckyball, is a rep-
resentative member of the carbon structures known as fullerenes.
Members of the fullerene family are a major subject of research
falling under the nanotechnology umbrella.

Second, Fullerenes were discovered in 1985 by Harry
Kroto, Richard Smalley, and Robert Curl, who together
won the 1996 Nobel Prize in Chemistry.[8][9] C60 was
not initially described as nanotechnology; the term was
used regarding subsequent work with related graphene
tubes (called carbon nanotubes and sometimes called
Bucky tubes) which suggested potential applications for
nanoscale electronics and devices.
In the early 2000s, the field garnered increased scien-
tific, political, and commercial attention that led to both

controversy and progress. Controversies emerged re-
garding the definitions and potential implications of nan-
otechnologies, exemplified by the Royal Society's report
on nanotechnology.[10] Challenges were raised regarding
the feasibility of applications envisioned by advocates of
molecular nanotechnology, which culminated in a pub-
lic debate between Drexler and Smalley in 2001 and
2003.[11]

Meanwhile, commercialization of products based on
advancements in nanoscale technologies began emerg-
ing. These products are limited to bulk applications of
nanomaterials and do not involve atomic control of mat-
ter. Some examples include the Silver Nano platform
for using silver nanoparticles as an antibacterial agent,
nanoparticle-based transparent sunscreens, carbon fiber
strengthening using silica nanoparticles, and carbon nan-
otubes for stain-resistant textiles.[12][13]

Governments moved to promote and fund research into
nanotechnology, such as in the U.S. with the National
Nanotechnology Initiative, which formalized a size-based
definition of nanotechnology and established funding for
research on the nanoscale, and in Europe via the Euro-
pean Framework Programmes for Research and Techno-
logical Development.
By the mid-2000s new and serious scientific attention be-
gan to flourish. Projects emerged to produce nanotech-
nology roadmaps[14][15] which center on atomically pre-
cise manipulation of matter and discuss existing and pro-
jected capabilities, goals, and applications.

11.2 Fundamental concepts

Nanotechnology is the engineering of functional systems
at the molecular scale. This covers both current work and
concepts that are more advanced. In its original sense,
nanotechnology refers to the projected ability to construct
items from the bottom up, using techniques and tools be-
ing developed today to make complete, high performance
products.
One nanometer (nm) is one billionth, or 10−9, of a me-
ter. By comparison, typical carbon-carbon bond lengths,
or the spacing between these atoms in a molecule, are in
the range 0.12–0.15 nm, and a DNA double-helix has a
diameter around 2 nm. On the other hand, the smallest
cellular life-forms, the bacteria of the genusMycoplasma,
are around 200 nm in length. By convention, nanotech-
nology is taken as the scale range 1 to 100 nm follow-
ing the definition used by the National Nanotechnology
Initiative in the US. The lower limit is set by the size of
atoms (hydrogen has the smallest atoms, which are ap-
proximately a quarter of a nm diameter) since nanotech-
nology must build its devices from atoms and molecules.
The upper limit is more or less arbitrary but is around
the size below which phenomena not observed in larger
structures start to become apparent and can be made use
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of in the nano device.[16] These new phenomena make
nanotechnology distinct from devices which are merely
miniaturised versions of an equivalent macroscopic de-
vice; such devices are on a larger scale and come under
the description of microtechnology.[17]

To put that scale in another context, the comparative size
of a nanometer to a meter is the same as that of a marble
to the size of the earth.[18] Or another way of putting it:
a nanometer is the amount an average man’s beard grows
in the time it takes him to raise the razor to his face.[18]

Two main approaches are used in nanotechnology. In
the “bottom-up” approach, materials and devices are built
from molecular components which assemble themselves
chemically by principles of molecular recognition.[19] In
the “top-down” approach, nano-objects are constructed
from larger entities without atomic-level control.[20]

Areas of physics such as nanoelectronics, nanomechanics,
nanophotonics and nanoionics have evolved during the
last few decades to provide a basic scientific foundation
of nanotechnology.

11.2.1 Larger to smaller: a materials per-
spective

Image of reconstruction on a clean Gold(100) surface, as visu-
alized using scanning tunneling microscopy. The positions of the
individual atoms composing the surface are visible.

Main article: Nanomaterials

Several phenomena become pronounced as the size of the
system decreases. These include statistical mechanical
effects, as well as quantum mechanical effects, for exam-
ple the "quantum size effect” where the electronic prop-
erties of solids are altered with great reductions in particle
size. This effect does not come into play by going from
macro to micro dimensions. However, quantum effects
can become significant when the nanometer size range is

reached, typically at distances of 100 nanometers or less,
the so-called quantum realm. Additionally, a number of
physical (mechanical, electrical, optical, etc.) properties
change when compared to macroscopic systems. One ex-
ample is the increase in surface area to volume ratio alter-
ing mechanical, thermal and catalytic properties of ma-
terials. Diffusion and reactions at nanoscale, nanostruc-
tures materials and nanodevices with fast ion transport are
generally referred to nanoionics. Mechanical properties
of nanosystems are of interest in the nanomechanics re-
search. The catalytic activity of nanomaterials also opens
potential risks in their interaction with biomaterials.
Materials reduced to the nanoscale can show differ-
ent properties compared to what they exhibit on a
macroscale, enabling unique applications. For instance,
opaque substances can become transparent (copper); sta-
ble materials can turn combustible (aluminium); insolu-
ble materials may become soluble (gold). Amaterial such
as gold, which is chemically inert at normal scales, can
serve as a potent chemical catalyst at nanoscales. Much
of the fascination with nanotechnology stems from these
quantum and surface phenomena that matter exhibits at
the nanoscale.[21]

11.2.2 Simple to complex: a molecular
perspective

Main article: Molecular self-assembly

Modern synthetic chemistry has reached the point where
it is possible to prepare small molecules to almost any
structure. Thesemethods are used today tomanufacture a
wide variety of useful chemicals such as pharmaceuticals
or commercial polymers. This ability raises the question
of extending this kind of control to the next-larger level,
seeking methods to assemble these single molecules into
supramolecular assemblies consisting of many molecules
arranged in a well defined manner.
These approaches utilize the concepts of molecular self-
assembly and/or supramolecular chemistry to automati-
cally arrange themselves into some useful conformation
through a bottom-up approach. The concept of molecu-
lar recognition is especially important: molecules can be
designed so that a specific configuration or arrangement
is favored due to non-covalent intermolecular forces. The
Watson–Crick basepairing rules are a direct result of this,
as is the specificity of an enzyme being targeted to a sin-
gle substrate, or the specific folding of the protein itself.
Thus, two or more components can be designed to be
complementary and mutually attractive so that they make
a more complex and useful whole.
Such bottom-up approaches should be capable of produc-
ing devices in parallel and be much cheaper than top-
down methods, but could potentially be overwhelmed
as the size and complexity of the desired assembly in-
creases. Most useful structures require complex and ther-
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modynamically unlikely arrangements of atoms. Nev-
ertheless, there are many examples of self-assembly
based on molecular recognition in biology, most notably
Watson–Crick basepairing and enzyme-substrate interac-
tions. The challenge for nanotechnology is whether these
principles can be used to engineer new constructs in ad-
dition to natural ones.

11.2.3 Molecular nanotechnology: a long-
term view

Main article: Molecular nanotechnology

Molecular nanotechnology, sometimes called molecu-
lar manufacturing, describes engineered nanosystems
(nanoscale machines) operating on the molecular scale.
Molecular nanotechnology is especially associated with
the molecular assembler, a machine that can produce a
desired structure or device atom-by-atom using the prin-
ciples of mechanosynthesis. Manufacturing in the con-
text of productive nanosystems is not related to, and
should be clearly distinguished from, the conventional
technologies used to manufacture nanomaterials such as
carbon nanotubes and nanoparticles.
When the term “nanotechnology” was independently
coined and popularized by Eric Drexler (who at the time
was unaware of an earlier usage by Norio Taniguchi) it
referred to a future manufacturing technology based on
molecular machine systems. The premise was that molec-
ular scale biological analogies of traditional machine
components demonstrated molecular machines were pos-
sible: by the countless examples found in biology, it
is known that sophisticated, stochastically optimised
biological machines can be produced.
It is hoped that developments in nanotechnology will
make possible their construction by some other means,
perhaps using biomimetic principles. However, Drexler
and other researchers[22] have proposed that advanced
nanotechnology, although perhaps initially implemented
by biomimetic means, ultimately could be based on me-
chanical engineering principles, namely, a manufactur-
ing technology based on the mechanical functionality of
these components (such as gears, bearings, motors, and
structural members) that would enable programmable,
positional assembly to atomic specification.[23] The
physics and engineering performance of exemplar de-
signs were analyzed in Drexler’s book Nanosystems.
In general it is very difficult to assemble devices on the
atomic scale, as one has to position atoms on other atoms
of comparable size and stickiness. Another view, put
forth by Carlo Montemagno,[24] is that future nanosys-
tems will be hybrids of silicon technology and biolog-
ical molecular machines. Richard Smalley argued that
mechanosynthesis are impossible due to the difficulties
in mechanically manipulating individual molecules.

This led to an exchange of letters in the ACS publica-
tion Chemical & Engineering News in 2003.[25] Though
biology clearly demonstrates that molecular machine sys-
tems are possible, non-biological molecular machines are
today only in their infancy. Leaders in research on non-
biological molecular machines are Dr. Alex Zettl and his
colleagues at Lawrence Berkeley Laboratories and UC
Berkeley. They have constructed at least three distinct
molecular devices whose motion is controlled from the
desktop with changing voltage: a nanotube nanomotor, a
molecular actuator,[26] and a nanoelectromechanical re-
laxation oscillator.[27] See nanotube nanomotor for more
examples.
An experiment indicating that positional molecular as-
sembly is possible was performed by Ho and Lee at
Cornell University in 1999. They used a scanning tunnel-
ing microscope to move an individual carbon monoxide
molecule (CO) to an individual iron atom (Fe) sitting on
a flat silver crystal, and chemically bound the CO to the
Fe by applying a voltage.

11.3 Current research

Graphical representation of a rotaxane, useful as a molecular
switch.

11.3.1 Nanomaterials

The nanomaterials field includes subfields which develop
or study materials having unique properties arising from
their nanoscale dimensions.[30]

• Interface and colloid science has given rise to many
materials which may be useful in nanotechnology,
such as carbon nanotubes and other fullerenes, and
various nanoparticles and nanorods. Nanomaterials
with fast ion transport are related also to nanoionics
and nanoelectronics.

• Nanoscale materials can also be used for bulk ap-
plications; most present commercial applications of
nanotechnology are of this flavor.
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This DNA tetrahedron[28] is an artificially designed nanostruc-
ture of the type made in the field of DNA nanotechnology. Each
edge of the tetrahedron is a 20 base pair DNA double helix, and
each vertex is a three-arm junction.

Rotating view of C60, one kind of fullerene.

• Progress has been made in using these materials for
medical applications; see Nanomedicine.

• Nanoscale materials such as nanopillars are some-
times used in solar cells which combats the cost of
traditional silicon solar cells.

• Development of applications incorporating semi-
conductor nanoparticles to be used in the next gener-
ation of products, such as display technology, light-
ing, solar cells and biological imaging; see quantum
dots.

• Recent application of nanomaterials include a range
of biomedical applications, such as tissue engineer-
ing, drug delivery, and biosensors.[31]

This device transfers energy from nano-thin layers of quantum
wells to nanocrystals above them, causing the nanocrystals to
emit visible light.[29]

11.3.2 Bottom-up approaches

These seek to arrange smaller components into more
complex assemblies.

• DNA nanotechnology utilizes the specificity of
Watson–Crick basepairing to construct well-defined
structures out of DNA and other nucleic acids.

• Approaches from the field of “classical” chemical
synthesis (Inorganic and organic synthesis) also aim
at designing molecules with well-defined shape (e.g.
bis-peptides[32]).

• More generally, molecular self-assembly seeks to
use concepts of supramolecular chemistry, and
molecular recognition in particular, to cause single-
molecule components to automatically arrange
themselves into some useful conformation.

• Atomic force microscope tips can be used as a
nanoscale “write head” to deposit a chemical upon a
surface in a desired pattern in a process called dip
pen nanolithography. This technique fits into the
larger subfield of nanolithography.
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11.3.3 Top-down approaches

These seek to create smaller devices by using larger ones
to direct their assembly.

• Many technologies that descended from conven-
tional solid-state silicon methods for fabricating
microprocessors are now capable of creating fea-
tures smaller than 100 nm, falling under the defini-
tion of nanotechnology. Giant magnetoresistance-
based hard drives already on the market fit this
description,[33] as do atomic layer deposition (ALD)
techniques. Peter Grünberg and Albert Fert re-
ceived the Nobel Prize in Physics in 2007 for their
discovery of Giant magnetoresistance and contribu-
tions to the field of spintronics.[34]

• Solid-state techniques can also be used to cre-
ate devices known as nanoelectromechanical
systems or NEMS, which are related to
microelectromechanical systems or MEMS.

• Focused ion beams can directly remove material, or
even deposit material when suitable precursor gasses
are applied at the same time. For example, this tech-
nique is used routinely to create sub-100 nm sections
of material for analysis in Transmission electron mi-
croscopy.

• Atomic force microscope tips can be used as a
nanoscale “write head” to deposit a resist, which is
then followed by an etching process to remove ma-
terial in a top-down method.

11.3.4 Functional approaches

These seek to develop components of a desired function-
ality without regard to how they might be assembled.

• Magnetic assembly for the synthesis of anisotropic
superparamagnetic materials such as recently pre-
sented magnetic nanochains.[19]

• Molecular scale electronics seeks to develop
molecules with useful electronic properties. These
could then be used as single-molecule components
in a nanoelectronic device.[35] For an example see
rotaxane.

• Synthetic chemical methods can also be used to cre-
ate synthetic molecular motors, such as in a so-
called nanocar.

11.3.5 Biomimetic approaches

• Bionics or biomimicry seeks to apply biological
methods and systems found in nature, to the study

and design of engineering systems and modern tech-
nology. Biomineralization is one example of the sys-
tems studied.

• Bionanotechnology is the use of biomolecules for
applications in nanotechnology, including use of
viruses and lipid assemblies.[36][37] Nanocellulose is
a potential bulk-scale application.

11.3.6 Speculative

These subfields seek to anticipate what inventions nan-
otechnology might yield, or attempt to propose an agenda
along which inquiry might progress. These often take a
big-picture view of nanotechnology, with more emphasis
on its societal implications than the details of how such
inventions could actually be created.

• Molecular nanotechnology is a proposed approach
which involves manipulating single molecules in
finely controlled, deterministic ways. This is more
theoretical than the other subfields, and many of its
proposed techniques are beyond current capabili-
ties.

• Nanorobotics centers on self-sufficient machines
of some functionality operating at the nanoscale.
There are hopes for applying nanorobots in
medicine,[38][39][40] but it may not be easy to
do such a thing because of several drawbacks
of such devices.[41] Nevertheless, progress on
innovative materials and methodologies has been
demonstrated with some patents granted about new
nanomanufacturing devices for future commercial
applications, which also progressively helps in the
development towards nanorobots with the use of
embedded nanobioelectronics concepts.[42][43]

• Productive nanosystems are “systems of nanosys-
tems” which will be complex nanosystems that pro-
duce atomically precise parts for other nanosystems,
not necessarily using novel nanoscale-emergent
properties, but well-understood fundamentals of
manufacturing. Because of the discrete (i.e.
atomic) nature of matter and the possibility of ex-
ponential growth, this stage is seen as the basis of
another industrial revolution. Mihail Roco, one of
the architects of the USA’s National Nanotechnol-
ogy Initiative, has proposed four states of nanotech-
nology that seem to parallel the technical progress
of the Industrial Revolution, progressing from pas-
sive nanostructures to active nanodevices to com-
plex nanomachines and ultimately to productive
nanosystems.[44]

• Programmable matter seeks to design materials
whose properties can be easily, reversibly and exter-
nally controlled though a fusion of information sci-
ence and materials science.
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• Due to the popularity and media exposure of the
term nanotechnology, the words picotechnology and
femtotechnology have been coined in analogy to it,
although these are only used rarely and informally.

11.3.7 Dimensionality in nanomaterials

Nanomaterials can be classified in 0D, 1D, 2D and 3D
nanomaterials. The dimensionality play a major role
in determining the characteristic of nanomaterials in-
cluding physical, chemical and biological characteris-
tics. With the decrease in dimensionality, an increase
in surface-to-volume ratio is observed. This indicate
that smaller dimensional nanomaterials have higher sur-
face area compared to 3D nanomaterials. Recently,
two dimensional (2D) nanomaterials are extensively in-
vestigated for electronic, biomedical, drug delivery and
biosensor applications.

11.4 Tools and techniques

Typical AFM setup. A microfabricated cantilever with a sharp
tip is deflected by features on a sample surface, much like in a
phonograph but on a much smaller scale. A laser beam reflects
off the backside of the cantilever into a set of photodetectors, al-
lowing the deflection to be measured and assembled into an image
of the surface.

There are several important modern developments. The
atomic force microscope (AFM) and the Scanning Tun-
neling Microscope (STM) are two early versions of scan-
ning probes that launched nanotechnology. There are
other types of scanning probe microscopy. Although
conceptually similar to the scanning confocal microscope
developed by Marvin Minsky in 1961 and the scanning
acoustic microscope (SAM) developed by Calvin Quate
and coworkers in the 1970s, newer scanning probe mi-
croscopes have much higher resolution, since they are not
limited by the wavelength of sound or light.
The tip of a scanning probe can also be used to manip-
ulate nanostructures (a process called positional assem-

bly). Feature-oriented scanning methodology may be a
promising way to implement these nanomanipulations in
automatic mode.[45][46] However, this is still a slow pro-
cess because of low scanning velocity of the microscope.
Various techniques of nanolithography such as optical
lithography, X-ray lithography dip pen nanolithography,
electron beam lithography or nanoimprint lithography
were also developed. Lithography is a top-down fabri-
cation technique where a bulk material is reduced in size
to nanoscale pattern.
Another group of nanotechnological techniques include
those used for fabrication of nanotubes and nanowires,
those used in semiconductor fabrication such as deep
ultraviolet lithography, electron beam lithography, fo-
cused ion beam machining, nanoimprint lithography,
atomic layer deposition, and molecular vapor deposition,
and further including molecular self-assembly techniques
such as those employing di-block copolymers. The pre-
cursors of these techniques preceded the nanotech era,
and are extensions in the development of scientific ad-
vancements rather than techniques which were devised
with the sole purpose of creating nanotechnology and
which were results of nanotechnology research.[47]

The top-down approach anticipates nanodevices that
must be built piece by piece in stages, much as manu-
factured items are made. Scanning probe microscopy is
an important technique both for characterization and syn-
thesis of nanomaterials. Atomic force microscopes and
scanning tunneling microscopes can be used to look at
surfaces and to move atoms around. By designing dif-
ferent tips for these microscopes, they can be used for
carving out structures on surfaces and to help guide self-
assembling structures. By using, for example, feature-
oriented scanning approach, atoms or molecules can be
moved around on a surface with scanning probe mi-
croscopy techniques.[45][46] At present, it is expensive and
time-consuming for mass production but very suitable for
laboratory experimentation.
In contrast, bottom-up techniques build or grow larger
structures atom by atom or molecule by molecule. These
techniques include chemical synthesis, self-assembly and
positional assembly. Dual polarisation interferometry is
one tool suitable for characterisation of self assembled
thin films. Another variation of the bottom-up approach
is molecular beam epitaxy or MBE. Researchers at Bell
Telephone Laboratories like John R. Arthur. Alfred Y.
Cho, and Art C. Gossard developed and implemented
MBE as a research tool in the late 1960s and 1970s.
Samples made by MBE were key to the discovery of the
fractional quantum Hall effect for which the 1998 Nobel
Prize in Physics was awarded. MBE allows scientists to
lay down atomically precise layers of atoms and, in the
process, build up complex structures. Important for re-
search on semiconductors, MBE is also widely used to
make samples and devices for the newly emerging field
of spintronics.
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However, new therapeutic products, based on respon-
sive nanomaterials, such as the ultradeformable, stress-
sensitive Transfersome vesicles, are under develop-
ment and already approved for human use in some
countries.[48]

11.5 Applications

One of the major applications of nanotechnology is in the area of
nanoelectronics with MOSFET's being made of small nanowires
~10 nm in length. Here is a simulation of such a nanowire.

Nanostructures provide this surface with superhydrophobicity,
which lets water droplets roll down the inclined plane.

Main article: List of nanotechnology applications

As of August 21, 2008, the Project on Emerging Nan-
otechnologies estimates that over 800 manufacturer-
identified nanotech products are publicly available, with
new ones hitting the market at a pace of 3–4 per week.[13]
The project lists all of the products in a publicly accessi-
ble online database. Most applications are limited to the
use of “first generation” passive nanomaterials which in-
cludes titanium dioxide in sunscreen, cosmetics, surface
coatings,[49] and some food products; Carbon allotropes
used to produce gecko tape; silver in food packaging,
clothing, disinfectants and household appliances; zinc ox-
ide in sunscreens and cosmetics, surface coatings, paints
and outdoor furniture varnishes; and cerium oxide as a
fuel catalyst.[12]

Further applications allow tennis balls to last longer, golf
balls to fly straighter, and even bowling balls to become

more durable and have a harder surface. Trousers and
socks have been infused with nanotechnology so that they
will last longer and keep people cool in the summer.
Bandages are being infused with silver nanoparticles to
heal cuts faster.[50] Video game consoles and personal
computers may become cheaper, faster, and contain more
memory thanks to nanotechnology.[51] Nanotechnology
may have the ability to make existing medical applica-
tions cheaper and easier to use in places like the general
practitioner's office and at home.[52] Cars are being man-
ufactured with nanomaterials so they may need fewer
metals and less fuel to operate in the future.[53]

Scientists are now turning to nanotechnology in an at-
tempt to develop diesel engines with cleaner exhaust
fumes. Platinum is currently used as the diesel engine
catalyst in these engines. The catalyst is what cleans the
exhaust fume particles. First a reduction catalyst is em-
ployed to take nitrogen atoms from NOx molecules in or-
der to free oxygen. Next the oxidation catalyst oxidizes
the hydrocarbons and carbon monoxide to form carbon
dioxide and water.[54] Platinum is used in both the re-
duction and the oxidation catalysts.[55] Using platinum
though, is inefficient in that it is expensive and unsustain-
able. Danish company InnovationsFonden invested DKK
15 million in a search for new catalyst substitutes using
nanotechnology. The goal of the project, launched in the
autumn of 2014, is to maximize surface area and mini-
mize the amount of material required. Objects tend to
minimize their surface energy; two drops of water, for
example, will join to form one drop and decrease surface
area. If the catalyst’s surface area that is exposed to the
exhaust fumes is maximized, efficiency of the catalyst is
maximized. The team working on this project aims to
create nanoparticles that will not merge. Every time the
surface is optimized, material is saved. Thus, creating
these nanoparticles will increase the effectiveness of the
resulting diesel engine catalyst—in turn leading to cleaner
exhaust fumes—and will decrease cost. If successful, the
team hopes to reduce platinum use by 25%.[56]

Nanotechnology also has a prominent role in the fast de-
veloping field of Tissue Engineering. When designing
scaffolds, researchers attempt to the mimic the nanoscale
features of a Cell's microenvironment to direct its differ-
entiation down a suitable lineage.[57] For example, when
creating scaffolds to support the growth of bone, re-
searchers may mimic osteoclast resorption pits.[58]

Researchers have successfully used DNA origami-based
nanobots capable of carrying out logic functions to
achieve targeted drug delivery in cockroaches. It is said
that the computational power of these nanobots can be
scaled up to that of a Commodore 64.[59]
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11.6 Implications

Main article: Implications of nanotechnology

An area of concern is the effect that industrial-scale
manufacturing and use of nanomaterials would have on
human health and the environment, as suggested by
nanotoxicology research. For these reasons, some groups
advocate that nanotechnology be regulated by govern-
ments. Others counter that overregulation would stifle
scientific research and the development of beneficial in-
novations. Public health research agencies, such as the
National Institute for Occupational Safety and Health are
actively conducting research on potential health effects
stemming from exposures to nanoparticles.[60][61]

Some nanoparticle products may have unintended conse-
quences. Researchers have discovered that bacteriostatic
silver nanoparticles used in socks to reduce foot odor are
being released in the wash.[62] These particles are then
flushed into the waste water stream and may destroy bac-
teria which are critical components of natural ecosys-
tems, farms, and waste treatment processes.[63]

Public deliberations on risk perception in the US and UK
carried out by the Center for Nanotechnology in Soci-
ety found that participants were more positive about nan-
otechnologies for energy applications than for health ap-
plications, with health applications raising moral and eth-
ical dilemmas such as cost and availability.[64]

Experts, including director of the WoodrowWilson Cen-
ter’s Project on Emerging Nanotechnologies David Re-
jeski, have testified[65] that successful commercializa-
tion depends on adequate oversight, risk research strat-
egy, and public engagement. Berkeley, California is
currently the only city in the United States to regulate
nanotechnology;[66] Cambridge, Massachusetts in 2008
considered enacting a similar law,[67] but ultimately re-
jected it.[68] Relevant for both research on and applica-
tion of nanotechnologies, the insurability of nanotechnol-
ogy is contested.[69]Without state regulation of nanotech-
nology, the availability of private insurance for potential
damages is seen as necessary to ensure that burdens are
not socialised implicitly.

11.6.1 Health and environmental concerns

Main articles: Nanotoxicology and Pollution from
nanomaterials

Nanofibers are used in several areas and in different prod-
ucts, in everything from aircraft wings to tennis rackets.
Inhaling airborne nanoparticles and nanofibers may lead
to a number of pulmonary diseases, e.g. fibrosis.[70] Re-
searchers have found that when rats breathed in nanopar-
ticles, the particles settled in the brain and lungs, which
led to significant increases in biomarkers for inflamma-

A video on the health and safety implications of nanotechnology

tion and stress response[71] and that nanoparticles induce
skin aging through oxidative stress in hairless mice.[72][73]

A two-year study at UCLA’s School of Public Health
found lab mice consuming nano-titanium dioxide showed
DNA and chromosome damage to a degree “linked to all
the big killers of man, namely cancer, heart disease, neu-
rological disease and aging”.[74]

A major study published more recently in Nature Nan-
otechnology suggests some forms of carbon nanotubes –
a poster child for the “nanotechnology revolution” – could
be as harmful as asbestos if inhaled in sufficient quan-
tities. Anthony Seaton of the Institute of Occupational
Medicine in Edinburgh, Scotland, who contributed to the
article on carbon nanotubes said “We know that some
of them probably have the potential to cause mesothe-
lioma. So those sorts of materials need to be handled
very carefully.”[75] In the absence of specific regulation
forthcoming from governments, Paull and Lyons (2008)
have called for an exclusion of engineered nanoparticles
in food.[76] A newspaper article reports that workers in a
paint factory developed serious lung disease and nanopar-
ticles were found in their lungs.[77][78][79][80]

11.7 Regulation

Main article: Regulation of nanotechnology

Calls for tighter regulation of nanotechnology have oc-
curred alongside a growing debate related to the human
health and safety risks of nanotechnology.[81] There is
significant debate about who is responsible for the reg-
ulation of nanotechnology. Some regulatory agencies
currently cover some nanotechnology products and pro-
cesses (to varying degrees) – by “bolting on” nanotechnol-
ogy to existing regulations – there are clear gaps in these
regimes.[82] Davies (2008) has proposed a regulatory road
map describing steps to deal with these shortcomings.[83]

Stakeholders concerned by the lack of a regulatory frame-
work to assess and control risks associated with the re-
lease of nanoparticles and nanotubes have drawn paral-
lels with bovine spongiform encephalopathy (“mad cow”
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disease), thalidomide, genetically modified food,[84] nu-
clear energy, reproductive technologies, biotechnology,
and asbestosis. Dr. Andrew Maynard, chief science
advisor to the Woodrow Wilson Center’s Project on
Emerging Nanotechnologies, concludes that there is in-
sufficient funding for human health and safety research,
and as a result there is currently limited understanding
of the human health and safety risks associated with
nanotechnology.[85] As a result, some academics have
called for stricter application of the precautionary princi-
ple, with delayed marketing approval, enhanced labelling
and additional safety data development requirements in
relation to certain forms of nanotechnology.[86][87]

TheRoyal Society report[10] identified a risk of nanoparti-
cles or nanotubes being released during disposal, destruc-
tion and recycling, and recommended that “manufactur-
ers of products that fall under extended producer respon-
sibility regimes such as end-of-life regulations publish
procedures outlining how these materials will be man-
aged to minimize possible human and environmental ex-
posure” (p. xiii).
The Center for Nanotechnology in Society has found that
people respond to nanotechnologies differently, depend-
ing on application – with participants in public deliber-
ations more positive about nanotechnologies for energy
than health applications – suggesting that any public calls
for nano regulations may differ by technology sector.[64]

11.8 See also

Main article: Outline of nanotechnology

• Bionanoscience

• Carbon nanotube

• Energy applications of nanotechnology

• Gold nanobeacon

• Gold nanoparticle

• List of emerging technologies

• List of nanotechnology organizations

• List of software for nanostructures modeling

• Magnetic nanochains

• Materiomics

• Nano-thermite

• Molecular design software

• Molecular mechanics

• Nanobiotechnology

• Nanoelectromechanical relay

• Nanoengineering

• Nanofluidics

• NanoHUB

• Nanometrology

• Nanoscale networks

• Nanotechnology education

• Nanotechnology in fiction

• Nanotechnology in water treatment

• Nanoweapons

• National Nanotechnology Initiative

• Self-assembly of nanoparticles

• Top-down and bottom-up

• Translational research

• Wet nanotechnology

11.9 References
[1] Drexler, K. Eric (1986). Engines of Creation: The Coming

Era of Nanotechnology. Doubleday. ISBN 0-385-19973-
2.

[2] Drexler, K. Eric (1992). Nanosystems: Molecular Ma-
chinery, Manufacturing, and Computation. New York:
John Wiley & Sons. ISBN 0-471-57547-X.

[3] Apply nanotech to up industrial, agri output, The Daily
Star (Bangladesh), 17 April 2012.

[4] Saini, Rajiv; Saini, Santosh; Sharma, Sugandha (2010).
“Nanotechnology: The Future Medicine”. Journal
of Cutaneous and Aesthetic Surgery. 3 (1): 32–33.
doi:10.4103/0974-2077.63301. PMC 2890134 . PMID
20606992.

[5] Buzea, C.; Pacheco, I. I.; Robbie, K. (2007). “Nanoma-
terials and nanoparticles: Sources and toxicity”. Bioint-
erphases. 2 (4): MR17–MR71. doi:10.1116/1.2815690.
PMID 20419892.

[6] Binnig, G.; Rohrer, H. (1986). “Scanning tunneling mi-
croscopy”. IBM Journal of Research and Development. 30
(4): 355–69.

[7] “Press Release: the 1986 Nobel Prize in Physics”. Nobel-
prize.org. 15 October 1986. Retrieved 12 May 2011.

[8] Kroto, H. W.; Heath, J. R.; O'Brien, S. C.; Curl,
R. F.; Smalley, R. E. (1985). “C60: Buckmin-
sterfullerene”. Nature. 318 (6042): 162–163.
Bibcode:1985Natur.318..162K. doi:10.1038/318162a0.

https://en.wikipedia.org/wiki/Thalidomide
https://en.wikipedia.org/wiki/Nanotechnology#cite_note-84
https://en.wikipedia.org/wiki/Asbestosis
https://en.wikipedia.org/wiki/Nanotechnology#cite_note-85
https://en.wikipedia.org/wiki/Precautionary_principle
https://en.wikipedia.org/wiki/Precautionary_principle
https://en.wikipedia.org/wiki/Nanotechnology#cite_note-86
https://en.wikipedia.org/wiki/Nanotechnology#cite_note-87
https://en.wikipedia.org/wiki/Nanotechnology#cite_note-royalsociety-10
https://en.wikipedia.org/wiki/Deliberations
https://en.wikipedia.org/wiki/Deliberations
https://en.wikipedia.org/wiki/Nanotechnology#cite_note-harthorn-64
https://en.wikipedia.org/wiki/Outline_of_nanotechnology
https://en.wikipedia.org/wiki/Bionanoscience
https://en.wikipedia.org/wiki/Carbon_nanotube
https://en.wikipedia.org/wiki/Energy_applications_of_nanotechnology
https://en.wikipedia.org/wiki/Gold_nanobeacon
https://en.wikipedia.org/wiki/Gold_nanoparticle
https://en.wikipedia.org/wiki/List_of_emerging_technologies
https://en.wikipedia.org/wiki/List_of_nanotechnology_organizations
https://en.wikipedia.org/wiki/List_of_software_for_nanostructures_modeling
https://en.wikipedia.org/wiki/Magnetic_nanochains
https://en.wikipedia.org/wiki/Materiomics
https://en.wikipedia.org/wiki/Nano-thermite
https://en.wikipedia.org/wiki/Molecular_design_software
https://en.wikipedia.org/wiki/Molecular_mechanics
https://en.wikipedia.org/wiki/Nanobiotechnology
https://en.wikipedia.org/wiki/Nanoelectromechanical_relay
https://en.wikipedia.org/wiki/Nanoengineering
https://en.wikipedia.org/wiki/Nanofluidics
https://en.wikipedia.org/wiki/NanoHUB
https://en.wikipedia.org/wiki/Nanometrology
https://en.wikipedia.org/wiki/Nanoscale_networks
https://en.wikipedia.org/wiki/Nanotechnology_education
https://en.wikipedia.org/wiki/Nanotechnology_in_fiction
https://en.wikipedia.org/wiki/Nanotechnology_in_water_treatment
https://en.wikipedia.org/wiki/Nanoweapons
https://en.wikipedia.org/wiki/National_Nanotechnology_Initiative
https://en.wikipedia.org/wiki/Self-assembly_of_nanoparticles
https://en.wikipedia.org/wiki/Top-down_and_bottom-up#Nanotechnology
https://en.wikipedia.org/wiki/Translational_research
https://en.wikipedia.org/wiki/Wet_nanotechnology
https://en.wikipedia.org/wiki/International_Standard_Book_Number
https://en.wikipedia.org/wiki/Special:BookSources/0-385-19973-2
https://en.wikipedia.org/wiki/Special:BookSources/0-385-19973-2
https://en.wikipedia.org/wiki/International_Standard_Book_Number
https://en.wikipedia.org/wiki/Special:BookSources/0-471-57547-X
http://www.thedailystar.net/newDesign/news-details.php?nid=230436
https://en.wikipedia.org/wiki/The_Daily_Star_(Bangladesh)
https://en.wikipedia.org/wiki/The_Daily_Star_(Bangladesh)
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC2890134
https://en.wikipedia.org/wiki/Digital_object_identifier
https://dx.doi.org/10.4103%252F0974-2077.63301
https://en.wikipedia.org/wiki/PubMed_Central
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC2890134
https://en.wikipedia.org/wiki/PubMed_Identifier
https://www.ncbi.nlm.nih.gov/pubmed/20606992
https://en.wikipedia.org/wiki/Digital_object_identifier
https://dx.doi.org/10.1116%252F1.2815690
https://en.wikipedia.org/wiki/PubMed_Identifier
https://www.ncbi.nlm.nih.gov/pubmed/20419892
http://nobelprize.org/nobel_prizes/physics/laureates/1986/press.html
https://en.wikipedia.org/wiki/Bibcode
http://adsabs.harvard.edu/abs/1985Natur.318..162K
https://en.wikipedia.org/wiki/Digital_object_identifier
https://dx.doi.org/10.1038%252F318162a0


116 CHAPTER 11. NANOTECHNOLOGY

[9] Adams, W. W.; Baughman, R. H. (2005). “RETRO-
SPECTIVE: Richard E. Smalley (1943-2005)". Science.
310 (5756): 1916. doi:10.1126/science.1122120. PMID
16373566.

[10] “Nanoscience and nanotechnologies: opportunities and
uncertainties”. Royal Society and Royal Academy of En-
gineering. July 2004. Retrieved 13 May 2011.

[11] “Nanotechnology: Drexler and Smalley make the case for
and against 'molecular assemblers’". Chemical & Engi-
neering News. American Chemical Society. 81 (48): 37–
42. 1 December 2003. doi:10.1021/cen-v081n036.p037.
Retrieved 9 May 2010.

[12] “Nanotechnology Information Center: Properties, Appli-
cations, Research, and Safety Guidelines”. American El-
ements. Retrieved 13 May 2011.

[13] “Analysis: This is the first publicly available on-line inven-
tory of nanotechnology-based consumer products”. The
Project on Emerging Nanotechnologies. 2008. Retrieved
13 May 2011.

[14] “Productive Nanosystems Technology Roadmap” (PDF).

[15] “NASA Draft Nanotechnology Roadmap” (PDF).

[16] Allhoff, Fritz; Lin, Patrick; Moore, Daniel (2010). What
is nanotechnology and why does it matter?: from science
to ethics. John Wiley and Sons. pp. 3–5. ISBN 1-4051-
7545-1.

[17] Prasad, S. K. (2008). Modern Concepts in Nanotechnol-
ogy. Discovery Publishing House. pp. 31–32. ISBN 81-
8356-296-5.

[18] Kahn, Jennifer (2006). “Nanotechnology”. National Ge-
ographic. 2006 (June): 98–119.

[19] Kralj, Slavko; Makovec, Darko (27 October 2015).
“Magnetic Assembly of Superparamagnetic Iron
Oxide Nanoparticle Clusters into Nanochains and
Nanobundles”. ACS Nano. 9 (10): 9700–9707.
doi:10.1021/acsnano.5b02328.

[20] Rodgers, P. (2006). “Nanoelectronics: Single file”. Na-
ture Nanotechnology. doi:10.1038/nnano.2006.5.

[21] Lubick N; Betts, Kellyn (2008). “Silver socks have
cloudy lining”. Environ Sci Technol. 42 (11): 3910.
Bibcode:2008EnST...42.3910L. doi:10.1021/es0871199.
PMID 18589943.

[22] Phoenix, Chris (March 2005) Nanotechnology: Develop-
ing Molecular Manufacturing. crnano.org

[23] “Some papers by K. Eric Drexler”. imm.org.

[24] Carlo Montemagno, Ph.D. California NanoSystems Insti-
tute

[25] “Cover Story – Nanotechnology”. Chemical and Engi-
neering News. 81 (48): 37–42. December 1, 2003.

[26] Regan, BC; Aloni, S; Jensen, K; Ritchie, RO; Zettl, A
(2005). “Nanocrystal-powered nanomotor” (PDF). Nano
letters. 5 (9): 1730–3. Bibcode:2005NanoL...5.1730R.
doi:10.1021/nl0510659. PMID 16159214.

[27] Regan, B. C.; Aloni, S.; Jensen, K.; Zettl, A.
(2005). “Surface-tension-driven nanoelectromechani-
cal relaxation oscillator” (PDF). Applied Physics Let-
ters. 86 (12): 123119. Bibcode:2005ApPhL..86l3119R.
doi:10.1063/1.1887827.

[28] Goodman, R.P.; Schaap, I.A.T.; Tardin, C.F.; Erben,
C.M.; Berry, R.M.; Schmidt, C.F.; Turberfield, A.J. (9
December 2005). “Rapid chiral assembly of rigid DNA
building blocks for molecular nanofabrication”. Science.
310 (5754): 1661–1665. Bibcode:2005Sci...310.1661G.
doi:10.1126/science.1120367. ISSN 0036-8075. PMID
16339440.

[29] “Wireless Nanocrystals Efficiently Radiate Visible Light”.
Retrieved 5 August 2015.

[30] Narayan, R. J.; Kumta, P. N.; Sfeir, Ch.; Lee, D-H;
Choi, D.; Olton, D. (2004). “Nanostructured Ceram-
ics in Medical Devices: Applications and Prospects”.
JOM. 56 (10): 38–43. Bibcode:2004JOM....56j..38N.
doi:10.1007/s11837-004-0289-x.

[31] Cho, Hongsik; Pinkhassik, Eugene; David, Valentin; Stu-
art, John; Hasty, Karen (31 May 2015). “Detection of
early cartilage damage using targeted nanosomes in a post-
traumatic osteoarthritis mouse model”. Nanomedicine:
Nanotechnology, Biology and Medicine. Elsevier. 11 (4):
939–946. doi:10.1016/j.nano.2015.01.011. Retrieved 25
July 2015.
Kerativitayanan, Punyavee; Carrow, James K.; Gaharwar,
Akhilesh K. (May 2015). “Nanomaterials for Engineer-
ing Stem Cell Responses”. Advanced Healthcare Materi-
als. 4: 1600–27. doi:10.1002/adhm.201500272. PMID
26010739.
Gaharwar, A.K. [et al., edited by] (2013). Nanomaterials
in tissue engineering : fabrication and applications. Ox-
ford: Woodhead Publishing. ISBN 978-0-85709-596-1.
Gaharwar, AK; Peppas, NA; Khademhosseini, A (March
2014). “Nanocomposite hydrogels for biomedical ap-
plications.”. Biotechnology and Bioengineering. 111
(3): 441–53. doi:10.1002/bit.25160. PMC 3924876 .
PMID 24264728.

[32] Levins, Christopher G.; Schafmeister, Christian E.
(2006). “The Synthesis of Curved and Linear Structures
from a Minimal Set of Monomers”. ChemInform. 37 (5).
doi:10.1002/chin.200605222.

[33] “Applications/Products”. National Nanotechnology Ini-
tiative. Archived from the original on 2010-11-20. Re-
trieved 2007-10-19.

[34] “The Nobel Prize in Physics 2007”. Nobelprize.org. Re-
trieved 2007-10-19.

[35] Das S, Gates AJ, Abdu HA, Rose GS, Picconatto
CA, Ellenbogen JC (2007). “Designs for Ultra-Tiny,
Special-Purpose Nanoelectronic Circuits”. IEEE Trans-
actions on Circuits and Systems I. 54 (11): 2528–2540.
doi:10.1109/TCSI.2007.907864.

[36] Mashaghi, S.; Jadidi, T.; Koenderink, G.; Mashaghi, A.
“Lipid Nanotechnology”. Int. J. Mol. Sci. 2013 (14):
4242–4282.

https://en.wikipedia.org/wiki/Digital_object_identifier
https://dx.doi.org/10.1126%252Fscience.1122120
https://en.wikipedia.org/wiki/PubMed_Identifier
https://www.ncbi.nlm.nih.gov/pubmed/16373566
http://www.nanotec.org.uk/finalReport.htm
http://www.nanotec.org.uk/finalReport.htm
http://pubs.acs.org/cen/coverstory/8148/8148counterpoint.html
http://pubs.acs.org/cen/coverstory/8148/8148counterpoint.html
https://en.wikipedia.org/wiki/Digital_object_identifier
https://dx.doi.org/10.1021%252Fcen-v081n036.p037
http://www.americanelements.com/nanotech.htm
http://www.americanelements.com/nanotech.htm
https://en.wikipedia.org/wiki/American_Elements
https://en.wikipedia.org/wiki/American_Elements
http://www.nanotechproject.org/inventories/consumer/analysis_draft/
http://www.nanotechproject.org/inventories/consumer/analysis_draft/
http://www.productivenanosystems.com/docs/Nanotech_Roadmap_2007_main.pdf
http://www.nasa.gov/pdf/501325main_TA10-Nanotech-DRAFT-Nov2010-A.pdf
https://en.wikipedia.org/wiki/International_Standard_Book_Number
https://en.wikipedia.org/wiki/Special:BookSources/1-4051-7545-1
https://en.wikipedia.org/wiki/Special:BookSources/1-4051-7545-1
https://en.wikipedia.org/wiki/International_Standard_Book_Number
https://en.wikipedia.org/wiki/Special:BookSources/81-8356-296-5
https://en.wikipedia.org/wiki/Special:BookSources/81-8356-296-5
https://en.wikipedia.org/wiki/Digital_object_identifier
https://dx.doi.org/10.1021%252Facsnano.5b02328
https://en.wikipedia.org/wiki/Digital_object_identifier
https://dx.doi.org/10.1038%252Fnnano.2006.5
https://en.wikipedia.org/wiki/Bibcode
http://adsabs.harvard.edu/abs/2008EnST...42.3910L
https://en.wikipedia.org/wiki/Digital_object_identifier
https://dx.doi.org/10.1021%252Fes0871199
https://en.wikipedia.org/wiki/PubMed_Identifier
https://www.ncbi.nlm.nih.gov/pubmed/18589943
http://www.crnano.org/developing.htm
http://www.crnano.org/developing.htm
http://www.imm.org/PNAS.html
http://www.cnsi.ucla.edu/institution/personnel?personnel%255fid=105488
http://pubs.acs.org/cen/coverstory/8148/8148counterpoint.html
http://www.physics.berkeley.edu/research/zettl/pdf/312.NanoLett5regan.pdf
https://en.wikipedia.org/wiki/Bibcode
http://adsabs.harvard.edu/abs/2005NanoL...5.1730R
https://en.wikipedia.org/wiki/Digital_object_identifier
https://dx.doi.org/10.1021%252Fnl0510659
https://en.wikipedia.org/wiki/PubMed_Identifier
https://www.ncbi.nlm.nih.gov/pubmed/16159214
http://www.lbl.gov/Science-Articles/Archive/sabl/2005/May/Tiniest-Motor.pdf
http://www.lbl.gov/Science-Articles/Archive/sabl/2005/May/Tiniest-Motor.pdf
https://en.wikipedia.org/wiki/Bibcode
http://adsabs.harvard.edu/abs/2005ApPhL..86l3119R
https://en.wikipedia.org/wiki/Digital_object_identifier
https://dx.doi.org/10.1063%252F1.1887827
https://en.wikipedia.org/wiki/Science_(journal)
https://en.wikipedia.org/wiki/Bibcode
http://adsabs.harvard.edu/abs/2005Sci...310.1661G
https://en.wikipedia.org/wiki/Digital_object_identifier
https://dx.doi.org/10.1126%252Fscience.1120367
https://en.wikipedia.org/wiki/International_Standard_Serial_Number
https://www.worldcat.org/issn/0036-8075
https://en.wikipedia.org/wiki/PubMed_Identifier
https://www.ncbi.nlm.nih.gov/pubmed/16339440
http://www.photonicsonline.com/doc.mvc/Wireless-Nanocrystals-Efficiently-Radiate-Vis-0002
https://en.wikipedia.org/wiki/Bibcode
http://adsabs.harvard.edu/abs/2004JOM....56j..38N
https://en.wikipedia.org/wiki/Digital_object_identifier
https://dx.doi.org/10.1007%252Fs11837-004-0289-x
http://www.nanomedjournal.com/article/S1549-9634(15)00035-0/abstract
http://www.nanomedjournal.com/article/S1549-9634(15)00035-0/abstract
http://www.nanomedjournal.com/article/S1549-9634(15)00035-0/abstract
https://en.wikipedia.org/wiki/Digital_object_identifier
https://dx.doi.org/10.1016%252Fj.nano.2015.01.011
https://en.wikipedia.org/wiki/Digital_object_identifier
https://dx.doi.org/10.1002%252Fadhm.201500272
https://en.wikipedia.org/wiki/PubMed_Identifier
https://www.ncbi.nlm.nih.gov/pubmed/26010739
https://en.wikipedia.org/wiki/International_Standard_Book_Number
https://en.wikipedia.org/wiki/Special:BookSources/978-0-85709-596-1
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC3924876
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC3924876
https://en.wikipedia.org/wiki/Digital_object_identifier
https://dx.doi.org/10.1002%252Fbit.25160
https://en.wikipedia.org/wiki/PubMed_Central
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC3924876
https://en.wikipedia.org/wiki/PubMed_Identifier
https://www.ncbi.nlm.nih.gov/pubmed/24264728
https://en.wikipedia.org/wiki/Digital_object_identifier
https://dx.doi.org/10.1002%252Fchin.200605222
https://web.archive.org/web/20101120234415/http://www.nano.gov/html/facts/appsprod.html
http://www.nano.gov/html/facts/appsprod.html
http://nobelprize.org/nobel_prizes/physics/laureates/2007/index.html
https://en.wikipedia.org/wiki/Digital_object_identifier
https://dx.doi.org/10.1109%252FTCSI.2007.907864
http://www.mdpi.com/1422-0067/14/2/4242


11.9. REFERENCES 117

[37] Hogan, C. Michael (2010) “Virus” in Encyclopedia of
Earth. National Council for Science and the Environment.
eds. S. Draggan and C. Cleveland

[38] Ghalanbor Z, Marashi SA, Ranjbar B (2005). “Nanotech-
nology helps medicine: nanoscale swimmers and their fu-
ture applications”. Med Hypotheses. 65 (1): 198–199.
doi:10.1016/j.mehy.2005.01.023. PMID 15893147.

[39] Kubik T, Bogunia-Kubik K, Sugisaka M (2005). “Nan-
otechnology on duty in medical applications”. Curr
Pharm Biotechnol. 6 (1): 17–33. PMID 15727553.

[40] Leary, SP; Liu, CY; Apuzzo, ML (2006). “To-
ward the Emergence of Nanoneurosurgery: Part
III-Nanomedicine: Targeted Nanotherapy, Nanosurgery,
and Progress Toward the Realization of Nanoneu-
rosurgery”. Neurosurgery. 58 (6): 1009–1026.
doi:10.1227/01.NEU.0000217016.79256.16. PMID
16723880.

[41] Shetty RC (2005). “Potential pitfalls of nanotechnology
in its applications to medicine: immune incompatibil-
ity of nanodevices”. Med Hypotheses. 65 (5): 998–9.
doi:10.1016/j.mehy.2005.05.022. PMID 16023299.

[42] Cavalcanti, A.; Shirinzadeh, B.; Freitas, R.; Kretly, L.
(2007). “Medical Nanorobot Architecture Based on
Nanobioelectronics”. Recent Patents on Nanotechnology.
1: 1–10. doi:10.2174/187221007779814745. PMID
19076015.

[43] Boukallel M, Gauthier M, Dauge M, Piat E, Abadie J
(2007). “Smart microrobots for mechanical cell charac-
terization and cell convoying”. IEEE Trans. Biomed. Eng.
54 (8): 1536–40. doi:10.1109/TBME.2007.891171.
PMID 17694877.

[44] “International Perspective on Government Nanotechnol-
ogy Funding in 2005” (PDF).

[45] Lapshin, R. V. (2004). “Feature-oriented scanning
methodology for probe microscopy and nanotechnology”
(PDF). Nanotechnology. UK: IOP. 15 (9): 1135–1151.
Bibcode:2004Nanot..15.1135L. doi:10.1088/0957-
4484/15/9/006. ISSN 0957-4484.

[46] Lapshin, R. V. (2011). “Feature-oriented scanning
probe microscopy”. In H. S. Nalwa. Encyclopedia
of Nanoscience and Nanotechnology (PDF). 14. USA:
American Scientific Publishers. pp. 105–115. ISBN 1-
58883-163-9.

[47] Kafshgari, MH; Voelcker, NH; Harding, FJ (2015).
“Applications of zero-valent silicon nanostructures in
biomedicine”. Nanomedicine (Lond). 10 (16): 2553–71.
doi:10.2217/nnm.15.91. PMID 26295171.

[48] Rajan, Reshmy; Jose, Shoma; Mukund, V. P. Biju; Va-
sudevan, Deepa T. (2011-01-01). “Transferosomes - A
vesicular transdermal delivery system for enhanced drug
permeation”. Journal of Advanced Pharmaceutical Tech-
nology & Research. 2 (3): 138–143. doi:10.4103/2231-
4040.85524. ISSN 2231-4040. PMC 3217704 . PMID
22171309.

[49] Kurtoglu M. E.; Longenbach T.; Reddington P.; Gogotsi
Y. (2011). “Effect of Calcination Temperature and En-
vironment on Photocatalytic and Mechanical Properties
of Ultrathin Sol–Gel Titanium Dioxide Films”. Journal
of the American Ceramic Society. 94 (4): 1101–1108.
doi:10.1111/j.1551-2916.2010.04218.x.

[50] “Nanotechnology Consumer Products”. nnin.org. 2010.
Retrieved November 23, 2011.

[51] Nano in computing and electronics at NanoandMe.org

[52] Nano in medicine at NanoandMe.org

[53] Nano in transport at NanoandMe.org

[54] Catalytic Converter at Wikipedia.org

[55] How Catalytic Converters Work at howstuffworks.com

[56] Nanotechnology to provide cleaner diesel engines. RD-
mag.com. September 2014

[57] Cassidy (2014). “Nanotechnology in the Regeneration of
Complex Tissues”. Bone and Tissue Regeneration Insights:
25. doi:10.4137/BTRI.S12331.

[58] Cassidy, J. W.; Roberts, J. N.; Smith, C. A.; Robertson,
M.; White, K.; Biggs, M. J.; Oreffo, R. O. C.; Dalby, M. J.
(2014). “Osteogenic lineage restriction by osteoprogeni-
tors cultured on nanometric grooved surfaces: The role of
focal adhesion maturation”. Acta Biomaterialia. 10 (2):
651–660. doi:10.1016/j.actbio.2013.11.008.

[59] Amir, Y.; Ben-Ishay, E.; Levner, D.; Ittah, S.;
Abu-Horowitz, A.; Bachelet, I. (2014). “Uni-
versal computing by DNA origami robots in
a living animal”. Nature Nanotechnology. 9
(5): 353–357. Bibcode:2014NatNa...9..353A.
doi:10.1038/nnano.2014.58.

[60] “CDC –Nanotechnology – NIOSHWorkplace Safety and
Health Topic”. National Institute for Occupational Safety
and Health. June 15, 2012. Retrieved 2012-08-24.

[61] “CDC – NIOSH Publications and Products – Filling the
Knowledge Gaps for Safe Nanotechnology in the Work-
place”. National Institute for Occupational Safety and
Health. November 7, 2012. Retrieved 2012-11-08.

[62] Lubick, N; Betts, Kellyn (2008). “Silver socks have
cloudy lining”. Environmental Science & Technol-
ogy. 42 (11): 3910. Bibcode:2008EnST...42.3910L.
doi:10.1021/es0871199. PMID 18589943.

[63] Murray R.G.E. (1993) Advances in Bacterial Paracrys-
talline Surface Layers. T. J. Beveridge, S. F. Koval (Eds.).
Plenum Press. ISBN 978-0-306-44582-8. pp. 3–9.

[64] Harthorn, Barbara Herr (January 23, 2009) “People in the
US and the UK show strong similarities in their attitudes
toward nanotechnologies”. Nanotechnology Today.

[65] Testimony of David Rejeski for U.S. Senate Commit-
tee on Commerce, Science and Transportation Project on
Emerging Nanotechnologies. Retrieved on 2008-3-7.

[66] DelVecchio, Rick (November 24, 2006) Berkeley consid-
ering need for nano safety. sfgate.com

http://www.eoearth.org/article/Virus?topic=49496
https://en.wikipedia.org/wiki/Digital_object_identifier
https://dx.doi.org/10.1016%252Fj.mehy.2005.01.023
https://en.wikipedia.org/wiki/PubMed_Identifier
https://www.ncbi.nlm.nih.gov/pubmed/15893147
https://en.wikipedia.org/wiki/PubMed_Identifier
https://www.ncbi.nlm.nih.gov/pubmed/15727553
https://en.wikipedia.org/wiki/Digital_object_identifier
https://dx.doi.org/10.1227%252F01.NEU.0000217016.79256.16
https://en.wikipedia.org/wiki/PubMed_Identifier
https://www.ncbi.nlm.nih.gov/pubmed/16723880
https://en.wikipedia.org/wiki/Digital_object_identifier
https://dx.doi.org/10.1016%252Fj.mehy.2005.05.022
https://en.wikipedia.org/wiki/PubMed_Identifier
https://www.ncbi.nlm.nih.gov/pubmed/16023299
https://en.wikipedia.org/wiki/Digital_object_identifier
https://dx.doi.org/10.2174%252F187221007779814745
https://en.wikipedia.org/wiki/PubMed_Identifier
https://www.ncbi.nlm.nih.gov/pubmed/19076015
https://en.wikipedia.org/wiki/Digital_object_identifier
https://dx.doi.org/10.1109%252FTBME.2007.891171
https://en.wikipedia.org/wiki/PubMed_Identifier
https://www.ncbi.nlm.nih.gov/pubmed/17694877
http://www.nsf.gov/crssprgm/nano/reports/mcr_05-0526_intpersp_nano.pdf
http://www.nsf.gov/crssprgm/nano/reports/mcr_05-0526_intpersp_nano.pdf
http://www.lapshin.fast-page.org/publications.htm#feature2004
http://www.lapshin.fast-page.org/publications.htm#feature2004
https://en.wikipedia.org/wiki/Bibcode
http://adsabs.harvard.edu/abs/2004Nanot..15.1135L
https://en.wikipedia.org/wiki/Digital_object_identifier
https://dx.doi.org/10.1088%252F0957-4484%252F15%252F9%252F006
https://dx.doi.org/10.1088%252F0957-4484%252F15%252F9%252F006
https://en.wikipedia.org/wiki/International_Standard_Serial_Number
https://www.worldcat.org/issn/0957-4484
http://www.lapshin.fast-page.org/publications.htm#fospm2011
http://www.lapshin.fast-page.org/publications.htm#fospm2011
https://en.wikipedia.org/wiki/International_Standard_Book_Number
https://en.wikipedia.org/wiki/Special:BookSources/1-58883-163-9
https://en.wikipedia.org/wiki/Special:BookSources/1-58883-163-9
https://en.wikipedia.org/wiki/Digital_object_identifier
https://dx.doi.org/10.2217%252Fnnm.15.91
https://en.wikipedia.org/wiki/PubMed_Identifier
https://www.ncbi.nlm.nih.gov/pubmed/26295171
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC3217704
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC3217704
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC3217704
https://en.wikipedia.org/wiki/Digital_object_identifier
https://dx.doi.org/10.4103%252F2231-4040.85524
https://dx.doi.org/10.4103%252F2231-4040.85524
https://en.wikipedia.org/wiki/International_Standard_Serial_Number
https://www.worldcat.org/issn/2231-4040
https://en.wikipedia.org/wiki/PubMed_Central
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC3217704
https://en.wikipedia.org/wiki/PubMed_Identifier
https://www.ncbi.nlm.nih.gov/pubmed/22171309
https://en.wikipedia.org/wiki/Digital_object_identifier
https://dx.doi.org/10.1111%252Fj.1551-2916.2010.04218.x
http://www.nnin.org/nnin_nanoproducts.html
http://www.nanoandme.org/nano-products/computing-and-electronics/
http://www.nanoandme.org/nano-products/medical/
http://www.nanoandme.org/nano-products/transport/
https://en.wikipedia.org/wiki/Catalytic_converter#Diesel_engines
http://auto.howstuffworks.com/catalytic-converter2.htm
http://www.rdmag.com/news/2014/09/nanotechnology-provide-cleaner-diesel-engines
https://en.wikipedia.org/wiki/Digital_object_identifier
https://dx.doi.org/10.4137%252FBTRI.S12331
https://en.wikipedia.org/wiki/Digital_object_identifier
https://dx.doi.org/10.1016%252Fj.actbio.2013.11.008
https://en.wikipedia.org/wiki/Bibcode
http://adsabs.harvard.edu/abs/2014NatNa...9..353A
https://en.wikipedia.org/wiki/Digital_object_identifier
https://dx.doi.org/10.1038%252Fnnano.2014.58
http://www.cdc.gov/niosh/topics/nanotech/?s_cid=3ni7d2ms082915
http://www.cdc.gov/niosh/topics/nanotech/?s_cid=3ni7d2ms082915
http://www.cdc.gov/niosh/docs/2013-101/
http://www.cdc.gov/niosh/docs/2013-101/
http://www.cdc.gov/niosh/docs/2013-101/
https://en.wikipedia.org/wiki/Bibcode
http://adsabs.harvard.edu/abs/2008EnST...42.3910L
https://en.wikipedia.org/wiki/Digital_object_identifier
https://dx.doi.org/10.1021%252Fes0871199
https://en.wikipedia.org/wiki/PubMed_Identifier
https://www.ncbi.nlm.nih.gov/pubmed/18589943
https://en.wikipedia.org/wiki/Special:BookSources/9780306445828
http://nanotechnologytoday.blogspot.com/2009/01/people-in-us-and-uk-show-strong.html
http://nanotechnologytoday.blogspot.com/2009/01/people-in-us-and-uk-show-strong.html
http://nanotechnologytoday.blogspot.com/2009/01/people-in-us-and-uk-show-strong.html
http://www.nanotechproject.org/news/archive/successful_commercialization_depends_on/
http://www.nanotechproject.org/news/archive/successful_commercialization_depends_on/
http://www.sfgate.com/cgi-bin/article.cgi?file=/c/a/2006/11/24/MNGP9MJ4KI1.DTL
http://www.sfgate.com/cgi-bin/article.cgi?file=/c/a/2006/11/24/MNGP9MJ4KI1.DTL


118 CHAPTER 11. NANOTECHNOLOGY

[67] Bray, Hiawatha (January 26, 2007) Cambridge consid-
ers nanotech curbs – City may mimic Berkeley bylaws.
boston.com

[68] Recommendations for a Municipal Health & Safety Pol-
icy for Nanomaterials: A Report to the Cambridge City
Manager. nanolawreport.com. July 2008.

[69] Encyclopedia of Nanoscience and Society, edited by
David H. Guston, Sage Publications, 2010; see Articles
on Insurance and Reinsurance (by I. Lippert).

[70] Byrne, J. D.; Baugh, J. A. (2008). “The significance
of nanoparticles in particle-induced pulmonary fibrosis”.
McGill journal of medicine : MJM : an international fo-
rum for the advancement of medical sciences by students.
11 (1): 43–50. PMC 2322933 . PMID 18523535.

[71] Elder, A. (2006). Tiny Inhaled Particles Take Easy
Route from Nose to Brain. urmc.rochester.edu Archived
September 21, 2006, at the Wayback Machine.

[72] Wu, J; Liu, W; Xue, C; Zhou, S; Lan, F; Bi, L; Xu,
H; Yang, X; Zeng, FD (2009). “Toxicity and penetra-
tion of TiO2 nanoparticles in hairless mice and porcine
skin after subchronic dermal exposure”. Toxicology let-
ters. 191 (1): 1–8. doi:10.1016/j.toxlet.2009.05.020.
PMID 19501137.

[73] Jonaitis, TS; Card, JW; Magnuson, B (2010). “Concerns
regarding nano-sized titanium dioxide dermal penetration
and toxicity study”. Toxicology letters. 192 (2): 268–9.
doi:10.1016/j.toxlet.2009.10.007. PMID 19836437.

[74] Schneider, Andrew (March 24, 2010) “Amid Nanotech’s
Dazzling Promise, Health Risks Grow”. AOL News

[75] Weiss, R. (2008). Effects of NanotubesMay Lead to Can-
cer, Study Says.

[76] Paull, J. & Lyons, K. (2008). “Nanotechnology: The Next
Challenge for Organics” (PDF). Journal of Organic Sys-
tems. 3: 3–22.

[77] Smith, Rebecca (August 19, 2009). “Nanoparticles used
in paint could kill, research suggests”. London: Tele-
graph. Retrieved May 19, 2010.

[78] Nanofibres 'may pose health risk'. BBC. 2012-08-24

[79] Schinwald, A.; Murphy, F. A.; Prina-Mello, A.; Poland,
C. A.; Byrne, F.; Movia, D.; Glass, J. R.; Dicker-
son, J. C.; Schultz, D. A.; Jeffree, C. E.; MacNee,
W.; Donaldson, K. (2012). “The Threshold Length
for Fiber-Induced Acute Pleural Inflammation: Shedding
Light on the Early Events in Asbestos-Induced Mesothe-
lioma”. Toxicological Sciences. 128 (2): 461–470.
doi:10.1093/toxsci/kfs171.

[80] Is Chronic Inflammation the Key to Unlocking the Mys-
teries of Cancer? Acientific American. 2008-11-09

[81] Kevin Rollins (Nems Mems Works, LLC).
“Nanobiotechnology Regulation: A Proposal for
Self-Regulation with Limited Oversight”. Volume 6 –
Issue 2. Retrieved 2 September 2010.

[82] Bowman D, Hodge G (2006). “Nanotechnology: Map-
ping the Wild Regulatory Frontier”. Futures. 38 (9):
1060–1073. doi:10.1016/j.futures.2006.02.017.

[83] Davies, J. C. (2008). Nanotechnology Oversight: An
Agenda for the Next Administration.

[84] Rowe, G. (2005). “Difficulties in evaluating public en-
gagement initiatives: Reflections on an evaluation of the
UK GM Nation? Public debate about transgenic crops”.
Public Understanding of Science. 14 (4): 331–352.
doi:10.1177/0963662505056611.

[85] Maynard, A.Testimony by Dr. Andrew Maynard for
the U.S. House Committee on Science and Technology.
(2008-4-16). Retrieved on 2008-11-24. Archived May
29, 2008, at the Wayback Machine.

[86] Faunce, T.; Murray, K.; Nasu, H.; Bowman, D. (2008).
“Sunscreen Safety: The Precautionary Principle, the Aus-
tralian Therapeutic Goods Administration and Nanopar-
ticles in Sunscreens”. NanoEthics. 2 (3): 231–240.
doi:10.1007/s11569-008-0041-z.

[87] Thomas Faunce; Katherine Murray; Hitoshi Nasu & Di-
ana Bowman (24 July 2008). “Sunscreen Safety: The Pre-
cautionary Principle, The Australian Therapeutic Goods
Administration and Nanoparticles in Sunscreens” (PDF).
Springer Science + Business Media B.V. Retrieved 18
June 2009.

11.10 External links
• Nanotechnology at DMOZ

• What is Nanotechnology? (A Vega/BBC/OUVideo
Discussion).

http://boston.com/business/technology/articles/2007/01/26/cambridge_considers_nanotech_curbs/
http://boston.com/business/technology/articles/2007/01/26/cambridge_considers_nanotech_curbs/
http://www.nanolawreport.com/Cambridge.pdf
http://www.nanolawreport.com/Cambridge.pdf
http://www.nanolawreport.com/Cambridge.pdf
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC2322933
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC2322933
https://en.wikipedia.org/wiki/PubMed_Central
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC2322933
https://en.wikipedia.org/wiki/PubMed_Identifier
https://www.ncbi.nlm.nih.gov/pubmed/18523535
http://www.urmc.rochester.edu/pr/news/story.cfm?id=1191
http://www.urmc.rochester.edu/pr/news/story.cfm?id=1191
https://web.archive.org/web/20060921030011/http://www.urmc.rochester.edu/pr/news/story.cfm?id=1191
https://en.wikipedia.org/wiki/Wayback_Machine
https://en.wikipedia.org/wiki/Toxicology_letters
https://en.wikipedia.org/wiki/Toxicology_letters
https://en.wikipedia.org/wiki/Digital_object_identifier
https://dx.doi.org/10.1016%252Fj.toxlet.2009.05.020
https://en.wikipedia.org/wiki/PubMed_Identifier
https://www.ncbi.nlm.nih.gov/pubmed/19501137
https://en.wikipedia.org/wiki/Digital_object_identifier
https://dx.doi.org/10.1016%252Fj.toxlet.2009.10.007
https://en.wikipedia.org/wiki/PubMed_Identifier
https://www.ncbi.nlm.nih.gov/pubmed/19836437
http://www.aolnews.com/nanotech/article/amid-nanotechs-dazzling-promise-health-risks-grow/19401235
http://www.aolnews.com/nanotech/article/amid-nanotechs-dazzling-promise-health-risks-grow/19401235
http://www.washingtonpost.com/wp-dyn/content/article/2008/05/20/AR2008052001331.html?hpid=sec-health&sid=ST2008052100104
http://www.washingtonpost.com/wp-dyn/content/article/2008/05/20/AR2008052001331.html?hpid=sec-health&sid=ST2008052100104
http://orgprints.org/13569/1/13569.pdf
http://orgprints.org/13569/1/13569.pdf
http://www.telegraph.co.uk/health/healthnews/6016639/Nanoparticles-used-in-paint-could-kill-research-suggests.html
http://www.telegraph.co.uk/health/healthnews/6016639/Nanoparticles-used-in-paint-could-kill-research-suggests.html
http://www.bbc.co.uk/news/health-19355196
https://en.wikipedia.org/wiki/Digital_object_identifier
https://dx.doi.org/10.1093%252Ftoxsci%252Fkfs171
http://www.scientificamerican.com/article.cfm?id=chronic-inflammation-cancer
http://www.scientificamerican.com/article.cfm?id=chronic-inflammation-cancer
http://www.nanolabweb.com/index.cfm/action/main.default.viewArticle/articleID/290/CFID/3564274/CFTOKEN/43473772/index.html
http://www.nanolabweb.com/index.cfm/action/main.default.viewArticle/articleID/290/CFID/3564274/CFTOKEN/43473772/index.html
https://en.wikipedia.org/wiki/Digital_object_identifier
https://dx.doi.org/10.1016%252Fj.futures.2006.02.017
http://www.nanotechproject.org/publications/archive/pen13/
http://www.nanotechproject.org/publications/archive/pen13/
https://en.wikipedia.org/wiki/Digital_object_identifier
https://dx.doi.org/10.1177%252F0963662505056611
http://www.science.house.gov/publications/Testimony.aspx?TID=12957
http://www.science.house.gov/publications/Testimony.aspx?TID=12957
https://web.archive.org/web/20080529010341/http://www.science.house.gov/publications/Testimony.aspx?TID=12957
https://en.wikipedia.org/wiki/Wayback_Machine
https://en.wikipedia.org/wiki/Digital_object_identifier
https://dx.doi.org/10.1007%252Fs11569-008-0041-z
https://web.archive.org/web/20090715000000*/http://law.anu.edu.au/StaffUploads/236-Nanoethics%2520Sunscreens%25202008.pdf
https://web.archive.org/web/20090715000000*/http://law.anu.edu.au/StaffUploads/236-Nanoethics%2520Sunscreens%25202008.pdf
https://web.archive.org/web/20090715000000*/http://law.anu.edu.au/StaffUploads/236-Nanoethics%2520Sunscreens%25202008.pdf
http://dmoztools.net/Science/Technology/Nanotechnology/
https://en.wikipedia.org/wiki/DMOZ
http://www.vega.org.uk/video/programme/3


Chapter 12

Autonomous car

For the wider application of artificial intelligence to au-
tomobiles, see Unmanned ground vehicle and Vehicular
automation.

Navlab autonomous cars 1 through 5. NavLab 1 (farthest in
photo) was started in 1984 and completed in 1986. Navlab 5
(closest vehicle), finished in 1995, was the first car to drive coast-
to-coast (USA) autonomously .

An autonomous car (also known as a driverless car,
auto,[1] self-driving car,[2] robotic car[3]) is a vehicle
that is capable of sensing its environment and navigating
without human input.[4] Many such vehicles are being de-
veloped, but as of February 2017 automated cars permit-
ted on public roads are not yet fully autonomous. They
all require a human driver at the wheel who is ready at a
moment’s notice to take control of the vehicle.
Autonomous cars use a variety of techniques to de-
tect their surroundings, such as radar, laser light, GPS,
odometry, and computer vision. Advanced control sys-
tems interpret sensory information to identify appropri-
ate navigation paths, as well as obstacles and relevant
signage.[5][6] Autonomous cars have control systems that
are capable of analyzing sensory data to distinguish be-
tween different cars on the road, which is very useful in
planning a path to the desired destination.[7]

Some demonstrative systems, precursory to autonomous
cars, date back to the 1920s and 1930s. The first
self-sufficient (and therefore, truly autonomous) cars ap-
peared in the 1980s, with Carnegie Mellon University's
Navlab and ALV projects in 1984 and Mercedes-Benz

and Bundeswehr UniversityMunich's Eureka Prometheus
Project in 1987. A major milestone was achieved in
1995, with CMU’s NavLab 5 completing the first au-
tonomous coast-to-coast drive of the United States. Of
the 2,849 miles between Pittsburgh, PA and San Diego,
CA, 2,797 miles were autonomous (98.2%), completed
with an average speed of 63.8 miles per hour (102.3
km/h).[8][9][10][11] Since then, numerous major compa-
nies and research organizations have developed working
prototype autonomous vehicles.

Junior, a robotic Volkswagen Passat, in a parking lot at Stanford
University in October 2009.

Among the potential benefits of autonomous cars is a sig-
nificant reduction in traffic collisions;[12] the resulting in-
juries; and related costs, including a lower need for insur-
ance. Autonomous cars are also predicted to offer major
increases in traffic flow;[13] enhanced mobility for chil-
dren, the elderly,[14] disabled and poor people; the re-
lief of travelers from driving and navigation chores; lower
fuel consumption; significantly reduced needs for parking
space in cities;[15] a reduction in crime;[16] and the fa-
cilitation of different business models for mobility as a
service, especially those involved in the sharing econ-
omy.[17][18]

Among the main obstacles to widespread adoption of au-
tonomous vehicles, in addition to the technological chal-
lenges, are disputes concerning liability; the time period
needed to turn an existing stock of vehicles from non-
autonomous to autonomous; resistance by individuals to
forfeit control of their cars; consumer concern about the
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safety of driverless cars; implementation of legal frame-
work and establishment of government regulations for
self-driving cars; risk of loss of privacy and security con-
cerns, such as hackers or terrorism; concerns about the
resulting loss of driving-related jobs in the road transport
industry; and risk of increased suburbanization as driv-
ing becomes faster and less onerous without proper pub-
lic policies in place to avoid more urban sprawl. Many of
these issues are due to the fact that Autonomous Things
such as autonomous vehicles (and self-navigating drones)
are allowing, for the first time, the computers to roam
freely, with all the related safety and security concerns.

12.1 Autonomous vs. automated

Autonomous means having the power for self-
governance.[19] Many historical projects related to
vehicle autonomy have in fact only been automated
(made to be automatic) due to a heavy reliance on
artificial hints in their environment, such as magnetic
strips. Autonomous control implies good performance
under significant uncertainties in the environment for
extended periods of time and the ability to compensate
for system failures without external intervention.[19] As
can be seen from many projects mentioned, it is often
suggested to extend the capabilities of an autonomous
car by implementing communication networks both in
the immediate vicinity (for collision avoidance) and far
away (for congestion management). By bringing in these
outside influences in the decision process, some would
no longer regard the car’s behavior or capabilities as au-
tonomous; for example Wood et al. (2012) writes “This
Article generally uses the term 'autonomous,' instead
of the term 'automated.'" The term “autonomous” was
chosen “because it is the term that is currently in more
widespread use (and thus is more familiar to the general
public). However, the latter term is arguably more
accurate. 'Automated' connotes control or operation by
a machine, while 'autonomous’ connotes acting alone
or independently. Most of the vehicle concepts (that
we are currently aware of) have a person in the driver’s
seat, utilize a communication connection to the Cloud
or other vehicles, and do not independently select either
destinations or routes for reaching them. Thus, the
term 'automated' would more accurately describe these
vehicle concepts”.[20]

12.2 Classification

A classification system based on six different levels (rang-
ing from none to fully automated systems) was pub-
lished in 2014 by SAE International, an automotive stan-
dardization body, as J3016, Taxonomy and Definitions
for Terms Related to On-Road Motor Vehicle Auto-
mated Driving Systems.[23][24] This classification system

The aim of the Volvo Drive Me project, which is using Volvo S60
test vehicles, is to develop SAE level 4 cars. According to CNET
journalist Tim Stevens, the Volvo S60 Drive Me autonomous test
vehicle is considered ”Level 3 autonomous driving”, apparently
referring to the now defunct NHTSA classification system levels.
[21] [22]

is based on the amount of driver intervention and atten-
tiveness required, rather than the vehicle capabilities, al-
though these are very closely related. In the United States
in 2013, the National Highway Traffic Safety Administra-
tion (NHTSA) released a formal classification system,[25]
but abandoned this system when it adopted the SAE stan-
dard in September 2016.
SAE automated vehicle classifications:

• Level 0: Automated system issues warnings but has
no vehicle control.

• Level 1 (”hands on”): Driver and automated system
shares control over the vehicle. An example would
be be Adaptive Cruise Control (ACC) where the
driver controls steering and the automated system
controls speed. Using Parking Assistance, steering
is automated while speed is manual. The driver must
be ready to retake full control at any time. Lane
Keeping Assistance (LKA) Type II is a further ex-
ample of level 1 self driving.

• Level 2 (”hands off”): The automated system takes
full control of the vehicle (accelerating, braking, and
steering). The driver must monitor the driving and
be prepared to immediately intervene at any time if
the automated system fails to respond properly.

• Level 3 (”eyes off”): The driver can safely turn
their attention away from the driving tasks, i.e. the
driver can do texting or watch a movie. The vehi-
cle will handle situations that call for an immediate
response, like emergency braking. The driver must
still be prepared to intervene within some limited
time, specified by the manufacturer, when called
upon by the vehicle to do so.

• Level 4 (”mind off”): As level 3, but no driver atten-
tion is ever required for safety, i.e. the driver may
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safely go to sleep or leave the driver’s seat. Self driv-
ing is supported only in limited areas (geofenced) or
under special circumstances, like traffic jams. Out-
side of theses areas or circumstances, the vehicle
must be able to safely abort the trip, i.e. park the
car, if the driver does not retake control.

• Level 5 (”wheel optional”): No human intervention
is required. An example would be a robot taxi.

12.3 Technology

Modern self-driving cars generally use Bayesian
Simultaneous localization and mapping (SLAM) algo-
rithms, which fuse data from multiple sensors and an
off-line map into current location estimates and map
updates. SLAM with DATMO is a variant developed by
researcher now at Google which also handles detection
and tracking of other moving objects such as cars
and pedestrians. Simpler systems may use roadside
real-time locating system (RTLS) beacon systems to aid
localisation. Typical sensors include lidar and stereo
vision, GPS and IMU. Visual object recognition uses
machine vision including neural networks. Educator
Udacity is developing an open-source software stack.

12.4 Testing

Testing vehicles with varying degrees of autonomy can
be done physically, in closed environments,[26] on pub-
lic roads (where permitted, typically with a license or
permit[27] or adhering to a specific set of operating
principles[28]) or virtually, i.e. in computer simulations.
When driven on public roads, the vehicles require at least
one person to monitor their proper operation and “take
over” when needed. Three of the best-known testing pro-
grams are:

• Google - these cars are tested primarily in suburban
neighborhoods at slow speeds and run automatically
less than 80% of their time. The test driver takes
over 20% of the time.

• Tesla - although capable of fully autonomous travel
on highways and many urban situations, the manu-
facturer requires the human driver to remain alert
and ready to take over at any moment.

• Uber - their so-called “driverless cars” when tested
in California on 2016 carried two people to run them
- one behind the wheel as a test driver

12.5 History

Main article: History of autonomous cars
Experiments have been conducted on automating cars

General Motors’ Firebird II was described as having an “elec-
tronic brain” that allowed it to move into a lane with a metal
conductor and follow it along.

The TRL's modified 1960 Citroën DS19 to be automatically con-
trolled at the Science Museum, London.

since at least the 1920s;[29] promising trials took place
in the 1950s and work has proceeded since then.
The first self-sufficient and truly autonomous cars ap-
peared in the 1980s, with Carnegie Mellon Univer-
sity's Navlab[30] and ALV[31][32] projects in 1984 and
Mercedes-Benz and Bundeswehr University Munich's
EUREKA Prometheus Project[33] in 1987. Since then,
numerous major companies and research organizations
have developed working prototype autonomous vehicles,
including Mercedes-Benz, General Motors, Continental
Automotive Systems, IAV, Autoliv Inc., Bosch, Nissan,
Renault, Toyota, Audi, Hyundai Motor Company, Volvo,
Tesla Motors, Peugeot, Local Motors, AKKA Technolo-
gies, Vislab from University of Parma, Oxford Univer-
sity and Google.[33][34][35][36][37][38][39][40][41][42] In July
2013, Vislab demonstrated BRAiVE, a vehicle that
moved autonomously on a mixed traffic route open
to public traffic.[43] In 2015, five US states (Nevada,
Florida, California, Virginia, and Michigan) together
with Washington, D.C. allowed the testing of fully au-
tonomous cars on public roads.[44] While autonomous
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cars have generally been tested in regular weather on nor-
mal roads, Ford has been testing its autonomous cars on
snow-covered roads.[45]

12.6 Transport systems

In Europe, cities in Belgium, France, Italy and the UK
are planning to operate transport systems for driver-
less cars,[46][47][48] and Germany, the Netherlands, and
Spain have allowed testing robotic cars in traffic. In
2015, the UK Government launched public trials of the
LUTZ Pathfinder driverless pod in Milton Keynes.[49]
Since Summer 2015 the French government allowed PSA
Peugeot-Citroen to make trials in real conditions in the
Paris area. The experiments will be extended to other
French cities like Bordeaux and Strasbourg by 2016.[50]
The alliance between the French companies THALES
and Valeo (provider of the first self-parking car system
that equips Audi and Mercedes premi) is also testing
its own driverless car system.[51] New Zealand is also
planning to use Autonomous Vehicles to solve its pub-
lic transport problems in Tauranga and Christchurch.
[52][53][54][55]

12.7 Potential advantages

Among the anticipated benefits of automated cars
is the potential reduction in traffic collisions (and
resulting deaths and injuries and costs), caused by
human-driver errors, such as delayed reaction time,
tailgating, rubbernecking, and other forms of distracted
or aggressive driving.[12][17][18][56] Consulting firm
McKinsey & Company estimated that widespread use of
autonomous vehicles could “eliminate 90% of all auto
accidents in the United States, prevent up to US$190
billion in damages and health-costs annually and save
thousands of lives.”[57]

If a human driver isn't required, automated cars could
also reduce labor costs;[58][59] relieve travelers from driv-
ing and navigation chores, thereby replacing behind-
the-wheel commuting hours with more time for leisure
or work;[12][56] and also would lift constraints on oc-
cupant ability to drive, distracted and texting while
driving, intoxicated, prone to seizures, or otherwise
impaired.[60][61][14] For the young, the elderly, people
with disabilities, and low-income citizens, autonomous
cars could provide enhance mobility.[62][63][64]

Additional advantages could include higher speed lim-
its;[65] smoother rides;[66] and increased roadway capac-
ity; and minimized traffic congestion, due to decreased
need for safety gaps and higher speeds.[67][68] Currently,
maximum controlled-access highway throughput or ca-
pacity according to the U.S. Highway Capacity Manual
is about 2,200 passenger vehicles per hour per lane, with

about 5% of the available road space is taken up by cars.
According to a study by researchers at Columbia Univer-
sity, autonomous cars could increase capacity by 273%
(~8,200 cars per hour per lane). The study also esti-
mated that with 100% connected vehicles using vehicle-
to-vehicle communication, capacity could reach 12,000
passenger vehicles per hour (up 445% from 2,200 pc/h
per lane) traveling safely at 120 km/h (75mph) with a fol-
lowing gap of about 6 m (20 ft) of each other. Currently,
at highway speeds drivers keep between 40 to 50 m (130
to 160 ft) away from the car in front. These increases
in highway capacity could have a significant impact in
traffic congestion, particularly in urban areas, and even
effectively end highway congestion in some places.[69]

There would also be an improved ability to manage traf-
fic flow,[13] combined with less need for traffic police,
vehicle insurance;[58] or even road signage, since auto-
mated cars could receive necessary communication elec-
tronically (although roadway signage may still be needed
for any human drivers on the road).[70][71][72] Reduced
traffic congestion and the improvements in traffic flow
due to widespread use of autonomous cars will also trans-
late into better fuel efficiency.[64][73][74]

Widespread adoption of autonomous cars could reduce
the needs of road and parking space in urban areas, free-
ing scarce land for other uses such as parks, public spaces,
retail outlets, housing, and other social uses. Some aca-
demics think it could also contribute, along with auto-
mated mass transit, to make dense cities much more effi-
cient and livable.[64][75][76][77]

The vehicles’ increased awareness could reduce car
theft,[16] while the removal of the steering wheel—along
with the remaining driver interface and the requirement
for any occupant to assume a forward-facing position—
would give the interior of the cabin greater ergonomic
flexibility. Large vehicles, such as motorhomes, would
attain appreciably enhanced ease of use.[78]

When used for carsharing, the total number of cars is
reduced.[79] Furthermore, new business models (such as
mobility as a service) can develop, which aim to be
cheaper than car ownership by removing the cost of the
driver.[80] Finally, the robotic car could drive unoccupied
to wherever it is required, such as to pick up passen-
gers or to go in for maintenance (eliminating redundant
passengers).[68][81][82]

12.8 Potential obstacles

In spite of the various benefits to increased vehicle au-
tomation, some foreseeable challenges persist, such as
disputes concerning liability,[83][84] the time needed to
turn the existing stock of vehicles from nonautonomous to
autonomous,[85] resistance by individuals to forfeit con-
trol of their cars,[86] customer concern about the safety
of driverless cars,[87] and the implementation of legal
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framework and establishment of government regulations
for self-driving cars.[88] Other obstacles could be missing
driver experience in potentially dangerous situations,[89]
ethical problems in situations where an autonomous car’s
software is forced during an unavoidable crash to choose
betweenmultiple harmful courses of action,[90][91][92] and
possibly insufficient Adaptation to Gestures and non-
verbal cues by police and pedestrians.[93]

Possible technological obstacles for autonomous cars are:

• Software reliability.[94]

• Artificial Intelligence still isn't able to function prop-
erly in chaotic inner city environments[95]

• A car’s computer could potentially be compro-
mised, as could a communication system between
cars.[96][97][98][99][100]

• Susceptibility of the car’s sensing and navigation
systems to different types of weather or deliberate
interference, including jamming and spoofing.[93]

• Autonomous cars may require very high-quality spe-
cialised maps[101] to operate properly. Where these
maps may be out of date, they would need to be able
to fall back to reasonable behaviors.[93][102]

• Competition for the radio spectrum desired for the
car’s communication.[103]

• Field programmability for the systems will require
careful evaluation of product development and the
component supply chain.[100]

• Current road infrastructure may need changes for
autonomous cars to function optimally.[104]

12.9 Potential disadvantages

See also: Computer security § Automobiles

A direct impact of widespread adoption of autonomous
vehicles is the loss of driving-related jobs in the road
transport industry.[58][59][105] There could be resistance
from professional drivers and unions who are threatened
by job losses.[106] In addition, there could be job losses in
public transit services and crash repair shops. The auto-
mobile insurance industry might suffer as the technology
makes certain aspects of these occupations obsolete.[64]

Potential loss of privacy and risks of hacking. Sharing
of information through V2V (Vehicle to Vehicle) and
V2I (Vehicle to Infrastructure) protocols.[107][108] There
is also the risk of terrorist attacks. Self-driving cars
could potentially be loaded with explosives and used as
bombs.[109]

The lack of stressful driving, more productive time dur-
ing the trip, and the potential savings in travel time and

cost could become an incentive to live far away from
cities, where land is cheaper, and work in the city’s core,
thus increasing travel distances and inducing more urban
sprawl, more fuel consumption and an increase in the
carbon footprint of urban travel.[110][111] There is also
the risk that traffic congestion might increase, rather than
decrease.[64] Appropriate public policies and regulations,
such as zoning, pricing, and urban design are required to
avoid the negative impacts of increased suburbanization
and longer distance travel.[64][111]

Research shows that drivers in autonomous cars react
later when they have to intervene in a critical situation,
compared to if they were driving manually.[112]

12.10 Safety record

12.10.1 Tesla Autopilot

Main article: Crash incidents with Tesla Autopilot

In mid‑October 2015 Tesla Motors rolled out version
7 of their software in the U.S. that included Tesla Au-
topilot capability.[113] On 9 January 2016, Tesla rolled
out version 7.1 as an over-the-air update, adding a new
“summon” feature that allows cars to self-park at park-
ing locations without the driver in the car.[114] Tesla’s
autonomous driving features are ahead of others in the
industry, and can be classified as somewhere between
level 2 and level 3 under the U.S. Department of Trans-
portation’s National Highway Traffic Safety Administra-
tion (NHTSA) five levels of vehicle automation. At this
level the car can act autonomously but requires the full at-
tention of the driver, who must be prepared to take con-
trol at a moment’s notice.[115][116][117] Autopilot should be
used only on limited-access highways, and sometimes it
will fail to detect lane markings and disengage itself. In
urban driving the system will not read traffic signals or
obey stop signs. The system also does not detect pedes-
trians or cyclists.[118]

Tesla Model S Autopilot system is suitable only on limited-access
highways not for urban driving. Among other limitations, Au-
topilot can not detect pedestrians or cyclists.[118]
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The first fatal accident involving a vehicle being driven
by itself took place in Williston, Florida on 7 May 2016
while a TeslaModel S electric car was engaged in Autopi-
lot mode. The occupant was killed in a crash with an 18-
wheel tractor-trailer. On 28 June 2016 theNational High-
way Traffic Safety Administration (NHTSA) opened a
formal investigation into the accident working with the
Florida Highway Patrol. According to the NHTSA, pre-
liminary reports indicate the crash occurred when the
tractor-trailer made a left turn in front of the Tesla at
an intersection on a non-controlled access highway, and
the car failed to apply the brakes. The car continued to
travel after passing under the truck’s trailer.[119][120] The
NHTSA’s preliminary evaluation was opened to exam-
ine the design and performance of any automated driving
systems in use at the time of the crash, which involved a
population of an estimated 25,000 Model S cars.[121] On
8 July 2016, the NHTSA requested Tesla Motors provide
the agency detailed information about the design, opera-
tion and testing of its Autopilot technology. The agency
also requested details of all design changes and updates
to Autopilot since its introduction, and Tesla’s planned
updates schedule for the next four months.[122]

According to Tesla, “neither autopilot nor the driver no-
ticed the white side of the tractor-trailer against a brightly
lit sky, so the brake was not applied.” The car attempted
to drive full speed under the trailer, “with the bottom
of the trailer impacting the windshield of the Model S.”
Tesla also stated that this was Tesla’s first known autopilot
death in over 130 million miles (208 million km) driven
by its customers with Autopilot engaged. According to
Tesla there is a fatality every 94millionmiles (150million
km) among all type of vehicles in theU.S.[119][120][123] Al-
though this number also includes fatalities of the crashes,
for example, of motorcycle driver with stationary objects
or pedestrians.[124][125]

In July 2016 the U.S. National Transportation Safety
Board (NTSB) opened a formal investigation into the fa-
tal accident while the Autopilot was engaged. The NTSB
is an investigative body that only has the power to make
policy recommendations. An agency spokesman said “It’s
worth taking a look and seeing what we can learn from
that event, so that as that automation is more widely in-
troduced we can do it in the safest way possible.”.[126]
In January 2017, the NTSB released the report that con-
cluded Tesla was not at fault; the investigation revealed
that the Tesla car crash rate dropped by 40 percent after
Autopilot was installed.[127]

According to Tesla, starting 19 October 2016, all Tesla
cars are built with hardware to allow full self-driving ca-
pability at the highest safety level (SAE Level 5).[128] The
hardware includes eight surround cameras and twelve ul-
trasonic sensors, in addition to the forward-facing radar
with enhanced processing capabilities.[129] The system
will operate in “shadowmode” (processing without taking
action) and send data back to Tesla to improve its abilities
until the software is ready for deployment via over-the-air

upgrades.[130] After the required testing, Tesla hopes to
enable full self-driving by the end of 2017 under certain
conditions.

12.10.2 Google self-driving car

Main article: Google self-driving car
In August 2012, Google announced that their self-

Google’s in-house driverless car

driving car had completed over 300,000 autonomous-
driving miles (500,000 km) accident-free, typically hav-
ing about a dozen cars on the road at any given time,
and were starting to test them with single drivers in-
stead of in pairs.[131] In late-May 2014, Google revealed
a new prototype of its driverless car, which had no steer-
ing wheel, gas pedal, or brake pedal, and was fully
autonomous.[132] As of March 2016, Google had test-
driven their fleet of driverless cars in autonomous mode a
total of 1,500,000 mi (2,400,000 km).[133] In December
2016, Alphabet (Google’s parent company) announced
that the self-driving car technology would be spun-off to
a new company calledWaymo.[134][135]

Based on Google’s own accident reports, their test cars
have been involved in 14 collisions, of which other drivers
were at fault 13 times. It was not until 2016 that the car’s
software caused a crash.[136]

In June 2015, Google founder Sergey Brin confirmed
that there had been 12 collisions as of that date, eight of
which involved being rear-ended at a stop sign or traffic
light, two in which the vehicle was side-swiped by an-
other driver, one in which another driver rolled through a
stop sign, and one where a Google employee was control-
ling the car manually.[137] In July 2015, three Google em-
ployees suffered minor injuries when the self-driving car
they were riding in was rear-ended by a car whose driver
failed to brake at a traffic light. This was the first time
that a self-driving car collision resulted in injuries.[138]
On 14 February 2016 a Google self-driving car attempted
to avoid sandbags blocking its path. During the maneu-
ver it struck a bus. Google addressed the crash, saying
“In this case, we clearly bear some responsibility, be-
cause if our car hadn’t moved there wouldn’t have been
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a collision.”[139][140] Google characterized the crash as a
misunderstanding and a learning experience.[136]

12.10.3 Uber

In March 2017, a self-driving Uber car was involved in
an accident in Tempe, Arizona when another car failed to
yield, resulting in the Uber vehicle flipping over.[141]

12.11 Policy implications

If fully autonomous cars become commercially avail-
able, they have the potential to be a disruptive innovation
with major implications for society. The likelihood of
widespread adoption is still unclear, but if they are used
on a wide scale, policy makers face a number of unre-
solved questions about their effects.[104]

One fundamental question is about their effect on travel
behavior. Some people believe that they will increase car
ownership and car use because it will become easier to
use them and they will ultimately bemore useful.[104] This
may in turn encourage urban sprawl and ultimately total
private vehicle use. Others argue that it will be easier
to share cars and that this will thus discourage outright
ownership and decrease total usage, and make cars more
efficient forms of transportation in relation to the present
situation.[142]

Other disruptive effects will come from the use of au-
tonomous vehicles to carry goods. Self-driving vans
have the potential to make home deliveries significantly
cheaper, transforming retail commerce and possibly ren-
dering hypermarkets and supermarkets redundant. As of
right now the U.S. Government defines automation into
six levels, starting at level zero which means the human
driver does everything and ending with level five, the au-
tomated system performs all the driving tasks. Also under
the current law, manufacturers bear all the responsibil-
ity to self-certify vehicles for use on public roads. This
means that currently as long as the vehicle is compliant
within the regulatory framework, there are no specific
federal legal barriers to a highly automated vehicle be-
ing offered for sale. Iyad Rahwan, an associate professor
in the MIT Media lab said, “Most people want to live in a
world where cars will minimize casualties, but everyone
wants their own car to protect them at all costs.” Further-
more, industry standards and best practice are still needed
in systems before they can be considered reasonably safe
under real-world conditions.[143]

12.11.1 Legislation

In the United States, state vehicle codes generally do not
envisage — but do not necessarily prohibit — highly au-
tomated vehicles.[144] To clarify the legal status of and

U.S. states that allow driverless cars public road testing as of
2016.

otherwise regulate such vehicles, several states have en-
acted or are considering specific laws.[145] In 2016, 7
states (Nevada, California, Florida, Michigan, Hawaii,
Washington, and Tennessee), along with the District of
Columbia, have enacted laws for autonomous vehicles.
After the first fatal accident by Tesla’s Autopilot system,
revising laws or standards for autonomous car is carefully
discussed globally.
In September 2016, the US National Economic Council
and Department of Transportation released federal stan-
dards that describe how automated vehicles should react
if their technology fails, how to protect passenger privacy,
and how riders should be protected in the event of an ac-
cident. The new federal guidelines are meant to avoid a
patchwork of state laws, while avoiding being so over-
bearing as to stifle innovation.[146]

In June 2011, the Nevada Legislature passed a law to au-
thorize the use of autonomous cars. Nevada thus became
the first jurisdiction in the world where autonomous ve-
hicles might be legally operated on public roads. Ac-
cording to the law, the Nevada Department of Mo-
tor Vehicles (NDMV) is responsible for setting safety
and performance standards and the agency is responsi-
ble for designating areas where autonomous cars may
be tested.[147][148][149] This legislation was supported by
Google in an effort to legally conduct further testing of
its Google driverless car.[150] The Nevada law defines
an autonomous vehicle to be “a motor vehicle that uses
artificial intelligence, sensors and global positioning sys-
tem coordinates to drive itself without the active inter-
vention of a human operator.” The law also acknowledges
that the operator will not need to pay attention while the
car is operating itself. Google had further lobbied for
an exemption from a ban on distracted driving to permit
occupants to send text messages while sitting behind the
wheel, but this did not become law.[150][151][152] Further-
more, Nevada’s regulations require a person behind the
wheel and one in the passenger’s seat during tests.[153]
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A Toyota Prius modified by Google to operate as a driverless car.

In 2013, the government of the United Kingdom permit-
ted the testing of autonomous cars on public roads.[154]
Prior to this, all testing of robotic vehicles in the UK had
been conducted on private property.[154]

In 2014 theGovernment of France announced that testing
of autonomous cars on public roads would be allowed in
2015. 2000 km of road would be opened through the
national territory, especially in Bordeaux, in Isère, Île-de-
France and Strasbourg. At the 2015 ITSWorld Congress,
a conference dedicated to intelligent transport systems,
the very first demonstration of autonomous vehicles on
open road in France was carried out in Bordeaux in early
October 2015.[155]

In spring of 2015, the Federal Department of Envi-
ronment, Transport, Energy and Communications in
Switzerland (UVEK) allowed Swisscom to test a driver-
less Volkswagen Passat on the streets of Zurich.[156]

On 19 February 2016, Assembly Bill No. 2866 was in-
troduced in California that would allow completely au-
tonomous vehicles to operate on the road, including those
without a driver, steering wheel, accelerator pedal, or
brake pedal. The Bill states the Department of Motor
Vehicles would need to comply with these regulations by
1 July 2018 for these rules to take effect. This bill has yet
to pass the house of origin.[157]

In 2016, the Singapore Land Transit Authority in part-
nership with UK automotive supplier Delphi Automotive
Plc will launch preparations for a test run of a fleet of au-
tomated taxis for an on-demand autonomous cab service
to take effect in 2017.[158]

In September 2016, the U.S. Department of Transporta-
tion released its Federal Automated Vehicles Policy,[159]
and California published discussions on the subject in Oc-
tober 2016.[160]

In December 2016, the California Department of Mo-
tor Vehicles ordered Uber to remove its self driving ve-
hicles from the road in response to two red-light vi-
olations. Uber immediately blamed the violations on
“human-error”, and has suspended the drivers.[161]

12.12 Vehicular communication
systems

Main article: Vehicular communication systems

Individual vehicles may benefit from information ob-
tained from other vehicles in the vicinity, especially in-
formation relating to traffic congestion and safety haz-
ards. Vehicular communication systems use vehicles and
roadside units as the communicating nodes in a peer-to-
peer network, providing each other with information. As
a cooperative approach, vehicular communication sys-
tems can allow all cooperating vehicles to be more effec-
tive. According to a 2010 study by the National Highway
Traffic Safety Administration, vehicular communication
systems could help avoid up to 79 percent of all traffic
accidents.[162]

In 2012, computer scientists at the University of Texas
in Austin began developing smart intersections designed
for autonomous cars. The intersections will have no traf-
fic lights and no stop signs, instead using computer pro-
grams that will communicate directly with each car on the
road.[163]

Among connected cars, an unconnected one is the weak-
est link and will be increasingly banned from busy high-
speed roads, predicted a Helsinki think tank in January
2016.[164]

12.13 Public opinion surveys

In a 2011 online survey of 2,006 US and UK consumers
by Accenture, 49% said they would be comfortable using
a “driverless car”.[165]

A 2012 survey of 17,400 vehicle owners by J.D. Power
and Associates found 37% initially said they would be in-
terested in purchasing a fully autonomous car. However,
that figure dropped to 20% if told the technology would
cost $3,000 more.[166]

In a 2012 survey of about 1,000 German drivers by au-
tomotive researcher Puls, 22% of the respondents had a
positive attitude towards these cars, 10%were undecided,
44% were skeptical and 24% were hostile.[167]

A 2013 survey of 1,500 consumers across 10 countries
by Cisco Systems found 57% “stated they would be likely
to ride in a car controlled entirely by technology that does
not require a human driver”, with Brazil, India and China
the most willing to trust autonomous technology.[168]

In a 2014 US telephone survey by Insurance.com, over
three-quarters of licensed drivers said they would at least
consider buying a self-driving car, rising to 86% if car
insurance were cheaper. 31.7% said they would not
continue to drive once an autonomous car was available
instead.[169]
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In a February 2015 survey of top auto journalists, 46%
predict that either Tesla or Daimler will be the first to the
market with a fully autonomous vehicle, while (at 38%)
Daimler is predicted to be the most functional, safe, and
in-demand autonomous vehicle.[170]

In 2015 a questionnaire survey by Delft University of
Technology explored the opinion of 5,000 people from
109 countries on automated driving. Results showed that
respondents, on average, found manual driving the most
enjoyable mode of driving. 22% of the respondents did
not want to spend anymoney for a fully automated driving
system. Respondents were found to be most concerned
about software hacking/misuse, and were also concerned
about legal issues and safety. Finally, respondents from
more developed countries (in terms of lower accident
statistics, higher education, and higher income) were less
comfortable with their vehicle transmitting data.[171]

In 2016, a survey in Germany examined the opinion of
1,603 people, who were representative in terms of age,
gender, and education for the German population, to-
wards partially, highly, and fully automated cars. Results
showed that men and women differ in their willingness
to use them. Men felt less anxiety and more joy towards
automated cars, whereas women showed the exact oppo-
site. The gender difference towards anxiety was espe-
cially pronounced between young men and women but
decreased with participants’ age.[172]

In 2016, a PwC survey, in the United States, showing the
opinion of 1,584 people, highlights that “66 percent of
respondents said they think autonomous cars are probably
smarter than the average human driver”. People are still
worried about safety and mostly the fact of having the car
hacked. Nevertheless, only 13% of the interviewees see
no advantages in this new kind of cars.[173]

12.14 Moral issues

With the emergence of autonomous cars, there are var-
ious ethical issues arising. While morally, the introduc-
tion of autonomous vehicles to the mass market seems
inevitable due to a reduction of crashes by up to 90%[174]

and their accessibility to disabled, elderly, and young pas-
sengers, there still remain some ethical issues that have
not yet been fully solved. Those include, but are not lim-
ited to: The moral, financial, and criminal responsibility
for crashes, the decisions a car is to make right before a
(fatal) crash, privacy issues, and potential job loss.
There are different opinions on who should be held liable
in case of a crash, in particular with people being hurt.
Many experts see the car manufacturers themselves re-
sponsible for those crashes that occur due to a technical
malfunction or misconstruction.[175] Besides the fact that
the car manufacturer would be the source of the problem
in a situation where a car crashes due to a technical issue,
there is another important reason why car manufacturers

could be held responsible: it would encourage them to in-
novate and heavily invest into fixing those issues, not only
due to protection of the brand image, but also due to fi-
nancial and criminal consequences. However, there are
also voices that argue those using or owning the vehicle
should be held responsible since they lastly know the risk
that involves using such a vehicle. Experts suggest intro-
ducing a tax or insurances that would protect owners and
users of autonomous vehicles of claims made by victims
of an accident.[175] Other possible parties that can be held
responsible in case of a technical failure include software
engineers that programmed the code for the autonomous
operation of the vehicles, and suppliers of components of
the AV.[176]

Taking aside the question of legal liability and moral re-
sponsibility, the question arises how autonomous vehi-
cles should be programmed to behave in an emergency
situation where either passengers or other traffic partici-
pants are endangered. A very visual example of the moral
dilemma that a software engineer or car manufacturer
might face in programming the operating software is de-
scribed in an ethical thought experiment, the trolley prob-
lem: a conductor of a trolley has the choice of staying on
the planned track and running over 5 people, or turn the
trolley onto a track where it would only kill one person,
assuming there is no traffic on it.[177] There are two main
considerations that need to be addressed. First, on what
moral basis would the decisions an autonomous vehicle
would have to make be based on. Second, how could
those be translated into software code. Researchers have
suggested, in particular, two ethical theories to be appli-
cable to the behavior of autonomous vehicles in cases
of emergency: deontology and utilitarianism.[178] Asi-
mov’s three laws of robotics are a typical example of
deontological ethics. The theory suggests that an au-
tonomous car needs to follow strict written-out rules that
it needs to follow in any situation. Utilitarianism sug-
gests the idea that any decision must be made based on
the goal to maximize utility. This needs a definition of
utility which could be maximizing the number of people
surviving in a crash. Critics suggest that autonomous ve-
hicles should adapt a mix of multiple theories to be able
to respond morally right in the instance of a crash.[178]

Privacy-related issues arise mainly from the interconnec-
tivity of autonomous cars, making it just another mobile
device that can gather any information about an individ-
ual. This information gathering ranges from tracking of
the routes taken, voice recording, video recording, pref-
erences in media that is consumed in the car, behavioral
patterns, to many more streams of information.[179][180]

The implementation of autonomous vehicles to the mass
market might cost up to 5 million jobs in the US alone,
making up almost 3% of the workforce.[181] Those jobs
include drivers of taxis, buses, vans, trucks, and e-hailing
vehicles. Many industries, such as the auto insurance in-
dustry are indirectly affected. This industry alone gener-
ates an annual revenue of about $220 billions, support-
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ing 277,000 jobs.[182] To put this into perspective – this
is about the number of mechanical engineering jobs.[183]
The potential loss of a majority of those jobs due to an
estimated decline of accidents by up to 90% will have
a tremendous impact on those individuals involved.[184]
However, new jobs will be created, e.g. due to a higher
demand for programmers to program the necessary soft-
ware.

12.15 In fiction

Minority Report’s Lexus 2054 on display in Paris, France in Oc-
tober 2002.

12.15.1 In anime

• The éX-Driver anime series features autonomous
electric-powered vehicles driven by Artificial Intel-
ligences (AIs). These sometimes malfunction or are
taken over by malicious users, requiring interception
and intervention by éX-Drivers operating manually
controlled gas-powered vehicles

12.15.2 In film

• Dudu, a VWBeetle, features in a 1971 to 1978 Ger-
man series of movies similar to Disney's Herbie, but
with an electronic brain. (Herbie, also a Beetle, was
depicted as an anthropomorphic car with its own
spirit.)

• The Stephen King book and eponymous movie
adaptation, Christine (1983), feature a sentient, au-
tonomous car as the title character.

• In the film Who Framed Roger Rabbit (1988), star-
ring Bob Hoskins, the character Benny the Cab, a
sentient taxicab, drives on his own.

• In the film Batman (1989), starring Michael Keaton,
the Batmobile is shown to be able to drive to

Batman's current location with some navigation
commands from Batman and possibly some auton-
omy.

• The film Total Recall (1990), starring Arnold
Schwarzenegger, features taxis called Johnny Cabs
controlled by artificial intelligence in the car or the
android occupants.

• The film Demolition Man (1993), starring Sylvester
Stallone and set in 2032, features vehicles that can be
self-driven or commanded to “Auto Mode” where a
voice-controlled computer operates the vehicle.

• The film Timecop (1994), starring Jean-Claude Van
Damme, set in 2004 and 1994, has autonomous cars.

• Another Arnold Schwarzenegger movie, The 6th
Day (2000), features an autonomous car com-
manded by Michael Rapaport.

• The filmMinority Report (2002), set in Washington,
D.C. in 2054, features an extended chase sequence
involving autonomous cars. The vehicle of protago-
nist John Anderton is transporting him when its sys-
tems are overridden by police in an attempt to bring
him into custody.

• The film Terminator 3: Rise of the Machines
(2003), during an automobile chase scene; emer-
gency vehicles are taken control by the T-X Termi-
nator in an attempt to kill John Connor and Kate
Brewster who is played by Claire Danes.

• The film, The Incredibles (2004), Mr. Incredible
makes his car autonomous for him while it changes
him into his supersuit when driving to save a cat from
a tree.

I, Robot’s Audi RSQ at CeBIT in March 2005.

• The film I, Robot (2004), set in Chicago in 2035,
features autonomous vehicles driving on highways,
allowing the car to travel safer at higher speeds than
if manually controlled. The option to manually op-
erate the vehicles is available.
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12.15.3 In literature

Intelligent or self-driving cars are a common theme in
science fiction literature. Examples include:

• In Isaac Asimov's science-fiction short story, "Sally"
(first published May–June 1953), autonomous cars
have "positronic brains" and communicate via honk-
ing horns and slamming doors, and save their human
caretaker.

• Peter F. Hamilton's Commonwealth Saga series fea-
tures intelligent or self-driving vehicles.

• In Robert A Heinlein's novel, The Number of the
Beast (1980), Zeb Carter’s driving and flying car
“Gay Deceiver” is at first semi-autonomous and
later, after modifications by Zeb’s wife Deety, be-
comes sentient and capable of fully autonomous op-
eration.

• In Edizioni Piemme's series Geronimo Stilton, a
robotic vehicle called “Solar” is in the 54th book.

• Alastair Reynolds' series, Revelation Space, features
intelligent or self-driving vehicles.

• In Daniel Suarez' novels Daemon (2006) and
Freedom™ (2010) driverless cars and motorcycles
are used for attacks in a software-based open-source
warfare. The vehicles are modified for this using 3D
printers and distributed manufacturing[185] and are
also able to operate as swarms.

12.15.4 In television

• "CSI: Cyber" Season 2, episode 6, Gone in 60 Sec-
onds, features three seemingly normal customized
vehicles, a 2009 Nissan Fairlady Z Roadster, a
BMWM3E90 and a Cadillac CTS-V, and one stock
luxury BMW 7-series, being remote-controlled by a
computer hacker.

• "Handicar", season 18, episode 4 of 2014 TV series
South Park features a Japanese autonomous car that
takes part in theWacky Races-style car race.

• KITT, the Pontiac Trans Am in the 1982 TV series
Knight Rider, was sentient and autonomous.

• “Driven”, series 4 episode 11 of the 2006 TV se-
ries NCIS features a robotic vehicle named “Otto,”
part of a high-level project of the Department of De-
fense, which causes the death of a Navy Lieutenant,
and then later almost kills Abby.

• The TV series "Viper" features a silver/grey ar-
mored assault vehicle, called The Defender, which
masquerades as a flame-red 1992 Dodge Viper
RT/10 and later as a 1998 cobalt blue Dodge Viper

GTS. The vehicle’s sophisticated computer systems
allow it to be controlled via remote on some occa-
sions.

• "BlackMirror" episode "Hated in theNation" briefly
features a self-driving SUV with a touchscreen in-
terface on the inside.

• Bull has a show discussing the effectiveness and
safety of Self Driving cars in an episode call E.J.[186]

12.16 See also

• Automated guideway transit

• Automatic train operation

• Automobile safety

• Automotive navigation system

• Autopilot

• Autotech

• Connected car

• Dutch Automated Vehicle Initiative

• Death by GPS

• Driverless tractor

• Elevator operator

• Hybrid navigation

• Intelligent transportation system

• Mobility as a service (transport)

• Personal rapid transit

• Technological unemployment

• Unmanned ground vehicle

• Unmanned aerial vehicle / Drone

• Vehicle infrastructure integration

• Vehicular automation

• Vision processing unit

12.16.1 Manufacturers

• Mobileye

• Tesla

• Waymo
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12.16.2 Autonomous driving functions

• Measurement of Assured Clear Distance Ahead

• Autonomous cruise control system

• Automatic parking

• Electronic stability control

• Lane Keep Assist

• Precrash system

• Automated platooning
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Watson (computer)

“IBM Watson” redirects here. For the IBM laboratory,
see Thomas J. Watson Research Center.
Watson is a question answering computer system capa-

Watson’s avatar, inspired by the IBM "smarter planet" logo[1]

ble of answering questions posed in natural language,[2]
developed in IBM's DeepQA project by a research team
led by principal investigator David Ferrucci.[3] Watson
was named after IBM’s first CEO, industrialist Thomas
J. Watson.[4][5] The computer system was specifically de-
veloped to answer questions on the quiz show Jeopardy![6]

In 2011, Watson competed on Jeopardy! against former
winners Brad Rutter and Ken Jennings.[4][7] Watson re-
ceived the first place prize of $1 million.[8]

Watson had access to 200 million pages of structured and
unstructured content consuming four terabytes of disk
storage[9] including the full text of Wikipedia,[10] but was
not connected to the Internet during the game.[11][12] For
each clue, Watson’s three most probable responses were
displayed on the television screen. Watson consistently
outperformed its human opponents on the game’s signal-
ing device, but had trouble in a few categories, notably
those having short clues containing only a few words.
In February 2013, IBM announced that Watson soft-
ware system’s first commercial application would be for
utilization management decisions in lung cancer treat-

ment at Memorial Sloan Kettering Cancer Center, New
York City, in conjunction with health insurance com-
pany WellPoint.[13] IBMWatson’s former business chief,
Manoj Saxena, says that 90% of nurses in the field who
use Watson now follow its guidance.[14]

13.1 Description
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The high-level architecture of IBM’s DeepQA used in Watson[15]

Watson is a question answering (QA) computing system
that IBM built to apply advanced natural language pro-
cessing, information retrieval, knowledge representation,
automated reasoning, and machine learning technologies
to the field of open domain question answering.[2]

The key difference between QA technol-
ogy and document search is that document
search takes a keyword query and returns a list
of documents, ranked in order of relevance to
the query (often based on popularity and page
ranking), while QA technology takes a ques-
tion expressed in natural language, seeks to un-
derstand it in much greater detail, and returns
a precise answer to the question.[16]

According to IBM, “more than 100 different techniques
are used to analyze natural language, identify sources,
find and generate hypotheses, find and score evidence,
and merge and rank hypotheses.”[17]
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13.1.1 Software

Watson uses IBM’s DeepQA software and the Apache
UIMA (Unstructured Information Management Archi-
tecture) framework. The system was written in various
languages, including Java, C++, and Prolog, and runs on
the SUSE Linux Enterprise Server 11 operating system
using Apache Hadoop framework to provide distributed
computing.[9][18][19]

13.1.2 Hardware

The system is workload-optimized, integrating massively
parallel POWER7 processors and built on IBM’sDeepQA
technology,[20] which it uses to generate hypotheses,
gather massive evidence, and analyze data.[2] Watson em-
ploys a cluster of ninety IBM Power 750 servers, each
of which uses a 3.5 GHz POWER7 eight-core proces-
sor, with four threads per core. In total, the system has
2,880 POWER7 processor threads and 16 terabytes of
RAM.[20]

According to John Rennie, Watson can process 500 giga-
bytes, the equivalent of a million books, per second.[21]
IBM’s master inventor and senior consultant, Tony Pear-
son, estimated Watson’s hardware cost at about three
million dollars.[22] Its Linpack performance stands at 80
TeraFLOPs, which is about half as fast as the cut-off
line for the Top 500 Supercomputers list.[23] According
to Rennie, all content was stored in Watson’s RAM for
the Jeopardy game because data stored on hard drives
would be too slow to be competitive with human Jeop-
ardy champions.[21]

13.1.3 Data

The sources of information for Watson include encyclo-
pedias, dictionaries, thesauri, newswire articles, and lit-
erary works. Watson also used databases, taxonomies,
and ontologies. Specifically, DBPedia, WordNet, and
Yago were used.[24] The IBM team providedWatson with
millions of documents, including dictionaries, encyclope-
dias, and other referencematerial that it could use to build
its knowledge.[12]

13.2 Operation

Watson parses questions into different keywords and
sentence fragments in order to find statistically related
phrases.[12] Watson’s main innovation was not in the cre-
ation of a new algorithm for this operation but rather
its ability to quickly execute hundreds of proven lan-
guage analysis algorithms simultaneously to find the cor-
rect answer.[12][26] Themore algorithms that find the same
answer independently the more likely Watson is to be

correct.[12] Once Watson has a small number of poten-
tial solutions, it is able to check against its database to
ascertain whether the solution makes sense.[12]

13.2.1 Comparison with human players

Ken Jennings, Watson, and Brad Rutter in their Jeopardy! exhi-
bition match

Watson’s basic working principle is to parse keywords in a
clue while searching for related terms as responses. This
gives Watson some advantages and disadvantages com-
pared with human Jeopardy! players.[27] Watson has de-
ficiencies in understanding the contexts of the clues. As
a result, human players usually generate responses faster
than Watson, especially to short clues.[12] Watson’s pro-
gramming prevents it from using the popular tactic of
buzzing before it is sure of its response.[12] Watson has
consistently better reaction time on the buzzer once it has
generated a response, and is immune to human players’
psychological tactics, such as jumping between categories
on every clue.[12][28]

In a sequence of 20 mock games of Jeopardy, human par-
ticipants were able to use the average six to seven seconds
that Watson needed to hear the clue and decide whether
to signal for responding.[12] During that time,Watson also
has to evaluate the response and determine whether it is
sufficiently confident in the result to signal.[12] Part of the
system used to win the Jeopardy! contest was the elec-
tronic circuitry that receives the “ready” signal and then
examined whether Watson’s confidence level was great
enough to activate the buzzer. Given the speed of this
circuitry compared to the speed of human reaction times,
Watson’s reaction time was faster than the human con-
testants except when the human anticipated (instead of
reacted to) the ready signal.[29] After signaling, Watson
speaks with an electronic voice and gives the responses in
Jeopardy!'s question format.[12] Watson’s voice was syn-
thesized from recordings that actor Jeff Woodman made
for an IBM text-to-speech program in 2004.[30]

The Jeopardy! staff used different means to notify
Watson and the human players when to buzz,[29] which
was critical in many rounds.[28] The humans were no-
tified by a light, which took them tenths of a second
to perceive.[31][32] Watson was notified by an electronic
signal and could activate the buzzer within about eight
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milliseconds.[33] The humans tried to compensate for the
perception delay by anticipating the light,[34] but the vari-
ation in the anticipation time was generally too great to
fall within Watson’s response time.[28] Watson did not at-
tempt to anticipate the notification signal.[32][34]

13.3 History

13.3.1 Development

Since Deep Blue's victory over Garry Kasparov in chess
in 1997, IBMhad been on the hunt for a new challenge. In
2004, IBM Research manager Charles Lickel, over din-
ner with coworkers, noticed that the restaurant they were
in had fallen silent. He soon discovered the cause of this
evening hiatus: Ken Jennings, who was then in the middle
of his successful 74-game run on Jeopardy!. Nearly the
entire restaurant had piled toward the televisions, mid-
meal, to watch the phenomenon. Intrigued by the quiz
show as a possible challenge for IBM, Lickel passed the
idea on, and in 2005, IBM Research executive Paul Horn
backed Lickel up, pushing for someone in his department
to take up the challenge of playing Jeopardy! with an
IBM system. Though he initially had trouble finding any
research staff willing to take on what looked to be a much
more complex challenge than the wordless game of chess,
eventually David Ferrucci took him up on the offer.[35] In
competitions managed by the United States government,
Watson’s predecessor, a system named Piquant, was usu-
ally able to respond correctly to only about 35% of clues
and often required several minutes to respond.[36][37][38]
To compete successfully on Jeopardy!, Watson would
need to respond in no more than a few seconds, and at
that time, the problems posed by the game show were
deemed to be impossible to solve.[12]

In initial tests run during 2006 by David Ferrucci, the se-
nior manager of IBM’s Semantic Analysis and Integra-
tion department, Watson was given 500 clues from past
Jeopardy! programs. While the best real-life competi-
tors buzzed in half the time and responded correctly to
as many as 95% of clues, Watson’s first pass could get
only about 15% correct. During 2007, the IBM team
was given three to five years and a staff of 15 people to
solve the problems.[12] By 2008, the developers had ad-
vancedWatson such that it could compete with Jeopardy!
champions.[12] By February 2010, Watson could beat hu-
man Jeopardy! contestants on a regular basis.[39]

Although the system is primarily an IBM effort, Wat-
son’s development involved faculty and graduate stu-
dents from Rensselaer Polytechnic Institute, Carnegie
Mellon University, University ofMassachusetts Amherst,
the University of Southern California's Information Sci-
ences Institute, the University of Texas at Austin,
the Massachusetts Institute of Technology, and the
University of Trento,[15] as well as students from New
York Medical College.[40]

13.3.2 Jeopardy!

Preparation

Watson demo at an IBM booth at a trade show

In 2008, IBM representatives communicated with Jeop-
ardy! executive producer Harry Friedman about the pos-
sibility of having Watson compete against Ken Jennings
and Brad Rutter, two of the most successful contestants
on the show, and the program’s producers agreed.[12][41]
Watson’s differences with human players had gener-
ated conflicts between IBM and Jeopardy! staff during
the planning of the competition.[27] IBM repeatedly ex-
pressed concerns that the show’s writers would exploit
Watson’s cognitive deficiencies when writing the clues,
thereby turning the game into a Turing test. To alleviate
that claim, a third party randomly picked the clues from
previously written shows that were never broadcast.[27]
Jeopardy! staff also showed concerns over Watson’s re-
action time on the buzzer. Originally Watson signaled
electronically, but show staff requested that it press a but-
ton physically, as the human contestants would.[42] Even
with a robotic “finger” pressing the buzzer, Watson re-
mained faster than its human competitors. Ken Jennings
noted, “If you're trying to win on the show, the buzzer
is all”, and that Watson “can knock out a microsecond-
precise buzz every single time with little or no variation.
Human reflexes can't compete with computer circuits in
this regard.”[28][34][43] Stephen Baker, a journalist who
recorded Watson’s development in his book Final Jeop-
ardy, reported that the conflict between IBM and Jeop-
ardy! became so serious in May 2010 that the competi-
tion was almost canceled.[27] As part of the preparation,
IBM constructed a mock set in a conference room at one
of its technology sites tomodel the one used on Jeopardy!.
Human players, including former Jeopardy! contestants,
also participated in mock games against Watson with
Todd Alan Crain of The Onion playing host.[12] About
100 test matches were conducted with Watson winning
65% of the games.[44]

To provide a physical presence in the televised games,
Watson was represented by an "avatar" of a globe, in-
spired by the IBM “smarter planet” symbol. Jennings
described the computer’s avatar as a “glowing blue ball
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criss-crossed by 'threads’ of thought—42 threads, to be
precise”,[25] and stated that the number of thought threads
in the avatar was an in-joke referencing the significance
of the number 42 in Douglas Adams' Hitchhiker’s Guide
to the Galaxy.[25] Joshua Davis, the artist who designed
the avatar for the project, explained to Stephen Baker that
there are 36 triggerable states that Watson was able to use
throughout the game to show its confidence in respond-
ing to a clue correctly; he had hoped to be able to find
forty-two, to add another level to the Hitchhiker’s Guide
reference, but he was unable to pinpoint enough game
states.[45]

A practice match was recorded on January 13, 2011, and
the official matches were recorded on January 14, 2011.
All participants maintained secrecy about the outcome
until the match was broadcast in February.[46]

Practice match

In a practice match before the press on January 13, 2011,
Watson won a 15-question round against Ken Jennings
and Brad Rutter with a score of $4,400 to Jennings’s
$3,400 and Rutter’s $1,200, though Jennings and Wat-
son were tied before the final $1,000 question. None of
the three players responded incorrectly to a clue.[47]

First match

The first round was broadcast February 14, 2011, and
the second round, on February 15, 2011. The right to
choose the first category had been determined by a draw
won by Rutter.[48] Watson, represented by a computer
monitor display and artificial voice, responded correctly
to the second clue and then selected the fourth clue of
the first category, a deliberate strategy to find the Daily
Double as quickly as possible.[49] Watson’s guess at the
Daily Double location was correct. At the end of the first
round, Watson was tied with Rutter at $5,000; Jennings
had $2,000.[48]

Watson’s performance was characterized by some quirks.
In one instance, Watson repeated a reworded version of
an incorrect response offered by Jennings. (Jennings said
“What are the '20s?" in reference to the 1920s. Then
Watson said “What is 1920s?") BecauseWatson could not
recognize other contestants’ responses, it did not know
that Jennings had already given the same response. In
another instance, Watson was initially given credit for a
response of “What is leg?" after Jennings incorrectly re-
sponded “What is: he only had one hand?" to a clue about
George Eyser (the correct response was, “What is: he’s
missing a leg?"). Because Watson, unlike a human, could
not have been responding to Jennings’s mistake, it was de-
cided that this response was incorrect. The broadcast ver-
sion of the episode was edited to omit Trebek’s original
acceptance ofWatson’s response.[50] Watson also demon-
strated complex wagering strategies on the Daily Dou-

bles, with one bet at $6,435 and another at $1,246.[51]
Gerald Tesauro, one of the IBM researchers who worked
on Watson, explained that Watson’s wagers were based
on its confidence level for the category and a complex
regression model called the Game State Evaluator.[52]

Watson took a commanding lead in Double Jeopardy!,
correctly responding to both Daily Doubles. Watson re-
sponded to the second Daily Double correctly with a 32%
confidence score.[51]

Although it wagered only $947 on the clue, Watson was
the only contestant to miss the Final Jeopardy! re-
sponse in the category U.S. CITIES (“Its largest airport
was named for a World War II hero; its second largest,
for a World War II battle"). Rutter and Jennings gave
the correct response of Chicago, but Watson’s response
was “What is Toronto?????"[51][53][54] Ferrucci offered
reasons why Watson would appear to have guessed a
Canadian city: categories only weakly suggest the type of
response desired, the phrase “U.S. city” did not appear in
the question, there are cities named Toronto in the U.S.,
and Toronto in Ontario has an American League base-
ball team.[55] Dr. Chris Welty, who also worked on Wat-
son, suggested that it may not have been able to correctly
parse the second part of the clue, “its second largest, for a
World War II battle” (which was not a standalone clause
despite it following a semicolon, and required context to
understand that it was referring to a second-largest air-
port).[56] Eric Nyberg, a professor at Carnegie Mellon
University and a member of the development team, stated
that the error occurred because Watson does not possess
the comparative knowledge to discard that potential re-
sponse as not viable.[54] Although not displayed to the au-
dience as with non-Final Jeopardy! questions, Watson’s
second choice was Chicago. Both Toronto and Chicago
were well below Watson’s confidence threshold, at 14%
and 11% respectively. (This lack of confidence was the
reason for the multiple question marks in Watson’s re-
sponse.)
The game ended with Jennings with $4,800, Rutter with
$10,400, and Watson with $35,734.[51]

Second match

During the introduction, Trebek (a Canadian native)
joked that he had learned Toronto was a U.S. city, and
Watson’s error in the first match prompted an IBM engi-
neer to wear a Toronto Blue Jays jacket to the recording
of the second match.[57]

In the first round, Jennings was finally able to choose a
Daily Double clue,[58] while Watson responded to one
Daily Double clue incorrectly for the first time in the Dou-
ble Jeopardy! Round.[59] After the first round, Watson
placed second for the first time in the competition after
Rutter and Jennings were briefly successful in increasing
their dollar values before Watson could respond.[59][60]
Nonetheless, the final result ended with a victory forWat-
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son with a score of $77,147, besting Jennings who scored
$24,000 and Rutter who scored $21,600.[61]

Final outcome

The prizes for the competition were $1 million for first
place (Watson), $300,000 for second place (Jennings),
and $200,000 for third place (Rutter). As promised, IBM
donated 100% ofWatson’s winnings to charity, with 50%
of those winnings going to World Vision and 50% going
to World Community Grid.[62] Similarly, Jennings and
Rutter donated 50% of their winnings to their respective
charities.[63]

In acknowledgment of IBM and Watson’s achievements,
Jennings made an additional remark in his Final Jeop-
ardy! response: “I for one welcome our new computer
overlords", echoing a similar memetic reference to the
episode "Deep Space Homer" on The Simpsons, in which
TV news presenter Kent Brockman speaks of welcoming
“our new insect overlords”.[64][65] Jennings later wrote an
article for Slate, in which he stated

IBM has bragged to the media that Wat-
son’s question-answering skills are good for
more than annoying Alex Trebek. The com-
pany sees a future in which fields like medical
diagnosis, business analytics, and tech support
are automated by question-answering software
like Watson. Just as factory jobs were elimi-
nated in the 20th century by new assembly-line
robots, Brad and I were the first knowledge-
industry workers put out of work by the new
generation of 'thinking' machines. 'Quiz show
contestant' may be the first jobmade redundant
by Watson, but I'm sure it won't be the last.[25]

Philosophy

Philosopher John Searle argues thatWatson—despite im-
pressive capabilities—cannot actually think.[66] Drawing
on his Chinese room thought experiment, Searle claims
that Watson, like other computational machines, is capa-
ble only of manipulating symbols, but has no ability to un-
derstand the meaning of those symbols; however, Searle’s
experiment has its detractors.[67]

Match against members of the United States
Congress

On February 28, 2011, Watson played an untelevised
exhibition match of Jeopardy! against members of the
United States House of Representatives. In the first
round, Rush D. Holt, Jr. (D-NJ, a former Jeopardy! con-
testant), who was challenging the computer with Bill Cas-
sidy (R-LA, later Senator from Louisiana), led with Wat-
son in second place. However, combining the scores be-

tween all matches, the final score was $40,300 forWatson
and $30,000 for the congressional players combined.[68]

IBM’s Christopher Padilla said of the match, “The tech-
nology behind Watson represents a major advancement
in computing. In the data-intensive environment of gov-
ernment, this type of technology can help organizations
make better decisions and improve how government helps
its citizens.”[68]

13.4 Current and future applica-
tions

According to IBM, “The goal is to have computers start
to interact in natural human terms across a range of
applications and processes, understanding the questions
that humans ask and providing answers that humans
can understand and justify.”[39] It has been suggested
by Robert C. Weber, IBM’s general counsel, that Wat-
son may be used for legal research.[69] The company
also intends to use Watson in other information-intensive
fields, such as telecommunications, financial services, and
government.[70]

Watson is based on commercially available IBM Power
750 servers that have been marketed since February
2010. IBM also intends to market the DeepQA software
to large corporations, with a price in the millions of dol-
lars, reflecting the $1 million needed to acquire a server
that meets the minimum system requirement to operate
Watson. IBM expects the price to decrease substantially
within a decade as the technology improves.[12]

Commentator Rick Merritt said that “there’s another re-
ally important reason why it is strategic for IBM to be
seen very broadly by the American public as a company
that can tackle tough computer problems. A big slice
of [IBM’s profit] comes from selling to the U.S. govern-
ment some of the biggest, most expensive systems in the
world.”[71]

In 2013, it was reported that three companies were work-
ing with IBM to create apps embedded withWatson tech-
nology. Fluid is developing an app for retailers, one called
“The North Face”, which is designed to provide advice to
online shoppers. Welltok is developing an app designed
to give people advice on ways to engage in activities to
improve their health. MD Buyline is developing an app
for the purpose of advising medical institutions on equip-
ment procurement decisions.[72][73]

In November 2013, IBM announced it would make Wat-
son’s API available to software application providers, en-
abling them to build apps and services that are embed-
ded with Watson’s capabilities. To build out its base of
partners who create applications on the Watson platform,
IBM consults with a network of venture capital firms,
which advise IBM on which of their portfolio companies
may be a logical fit for what IBM calls theWatson Ecosys-
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tem. Thus far, roughly 800 organizations and individuals
have signed up with IBM, with interest in creating appli-
cations that could use the Watson platform.[74]

On January 30, 2013, it was announced that Rensselaer
Polytechnic Institute would receive a successor version of
Watson, which would be housed at the Institute’s technol-
ogy park and be available to researchers and students.[75]
By summer 2013, Rensselaer had become the first uni-
versity to receive a Watson computer.[76]

On February 6, 2014, it was reported that IBM plans to
invest $100 million in a 10-year initiative to use Watson
and other IBM technologies to help countries in Africa
address development problems, beginning with health-
care and education.[77]

On June 3, 2014, three new Watson Ecosystem part-
ners were chosen from more than 400 business con-
cepts submitted by teams spanning 18 industries from
43 countries. “These bright and enterprising organiza-
tions have discovered innovative ways to apply Watson
that can deliver demonstrable business benefits”, said
Steve Gold, vice president, IBM Watson Group. The
winners were Majestyk Apps with their adaptive educa-
tional platform, FANG (Friendly Anthropomorphic Net-
worked Genome);[78][79] Red Ant with their retail sales
trainer;[80] and GenieMD[81] with their medical recom-
mendation service.[82]

On July 9, 2014, Genesys Telecommunications Laborato-
ries announced plans to integrateWatson to improve their
customer experience platform, citing the sheer volume of
customer data to analyze is staggering.[83]

Watson has been integrated with databases including
Bon Appétit magazine to perform a recipe generating
platform.[84]

Watson is being used by Decibel, a music discovery
startup, in its app MusicGeek which uses the supercom-
puter to provide music recommendations to its users. The
use of the artificial intelligence of Watson has also been
found in hospitality industry. GoMoment uses Watson
for its Rev1 app, which gives hotel staff a way to quickly
respond to questions from guests.[85] Arria NLG has built
an app that helps energy companies stay within regulatory
guidelines, making it easier for managers to make sense
of thousands of pages of legal and technical jargon.
OmniEarth, Inc. uses Watson computer vision services
to analyze satellite and aerial imagery, along with other
municipal data, to infer water usage on a property-by-
property basis, helping water districts in drought-stricken
California improve water conservation efforts.[86]

In September 2016, Condé Nast has started using IBM’s
Watson to help build and strategize social influencer cam-
paigns for brands. Using software built by IBM and Influ-
ential, Condé Nast’s clients will be able to know which in-
fluencer’s demographics, personality traits and more best
align with a marketer and the audience it is targeting.[87]

13.4.1 Healthcare

In healthcare, Watson’s natural language, hypothesis gen-
eration, and evidence-based learning capabilities are be-
ing investigated to see how Watson may contribute to
clinical decision support systems for use by medical
professionals.[88] To aid physicians in the treatment of
their patients, once a physician has posed a query to the
system describing symptoms and other related factors,
Watson first parses the input to identify the most im-
portant pieces of information; then mines patient data
to find facts relevant to the patient’s medical and hered-
itary history; then examines available data sources to
form and test hypotheses;[88] and finally provides a list of
individualized, confidence-scored recommendations.[89]
The sources of data that Watson uses for analysis can
include treatment guidelines, electronic medical record
data, notes from physicians and nurses, research ma-
terials, clinical studies, journal articles, and patient
information.[88] Despite being developed and marketed
as a “diagnosis and treatment advisor”, Watson has never
been actually involved in the medical diagnosis process,
only in assisting with identifying treatment options for pa-
tients who have already been diagnosed.[90]

In February 2011, it was announced that IBM would be
partnering with Nuance Communications for a research
project to develop a commercial product during the next
18 to 24 months, designed to exploit Watson’s clinical de-
cision support capabilities. Physicians at Columbia Uni-
versity would help to identify critical issues in the practice
of medicine where the system’s technology may be able
to contribute, and physicians at the University of Mary-
land would work to identify the best way that a technology
like Watson could interact with medical practitioners to
provide the maximum assistance.[91]

In September 2011, IBM and WellPoint announced a
partnership to utilize Watson’s data crunching capability
to help suggest treatment options to physicians.[92] Then,
in February 2013, IBM and WellPoint gave Watson its
first commercial application, for utilization management
decisions in lung cancer treatment at Memorial Sloan–
Kettering Cancer Center.[13]

IBM announced a partnership with Cleveland Clinic in
October 2012. The company has sent Watson to the
Cleveland Clinic Lerner College of Medicine of Case
Western Reserve University, where it will increase its
health expertise and assist medical professionals in treat-
ing patients. The medical facility will utilize Watson’s
ability to store and process large quantities of informa-
tion to help speed up and increase the accuracy of the
treatment process. “Cleveland Clinic’s collaboration with
IBM is exciting because it offers us the opportunity to
teach Watson to 'think' in ways that have the potential to
make it a powerful tool in medicine”, said C. Martin Har-
ris, MD, chief information officer of Cleveland Clinic.[93]

In 2013, IBM and MD Anderson Cancer Center began
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a pilot program to further the center’s “mission to eradi-
cate cancer”.[94][95] However, after spending $62 million,
the project did not meet its goals and it has been put on
hold.[96]

On February 8, 2013, IBM announced that oncologists
at the Maine Center for Cancer Medicine and Westmed
Medical Group in New York have started to test the Wat-
son supercomputer system in an effort to recommend
treatment for lung cancer.[97]

On July 29, 2016, IBM and Manipal
Hospitals[98][99][100](a leading hospital chain in In-
dia), announced launch of IBM Watson for Oncology,
for cancer patients. This product provides information
and insights to physicians and cancer patients to help
them identify personalized, evidence-based cancer care
options. Manipal Hospitals is the second hospital[101] in
the world to adopt this technology and first in the world
to offer it to patients online as an expert second opinion
through their website.[98][102]

On January 7, 2017, IBM and Fukoku Mutual Life In-
surance entered into a contract for IBM to deliver analy-
sis to compensation payouts via its IBMWatson Explorer
AI, this resulted in the loss of 34 jobs and the company
said it would speed up compensation payout analysis via
analysing claims and medical record and increase pro-
ductivity by 30%. The company also said it would save
¥140m in running costs.[103]

13.4.2 IBMWatson Group

On January 9, 2014 IBM announced it was creating a
business unit around Watson, led by senior vice presi-
dent Michael Rhodin.[104] IBM Watson Group will have
headquarters in NewYork's SiliconAlley andwill employ
2,000 people. IBM has invested $1 billion to get the divi-
sion going. Watson Group will develop three new cloud-
delivered services: Watson Discovery Advisor, Watson
Engagement Advisor, and Watson Explorer. Watson
Discovery Advisor will focus on research and develop-
ment projects in pharmaceutical industry, publishing, and
biotechnology, Watson Engagement Advisor will focus
on self-service applications using insights on the basis of
natural language questions posed by business users, and
Watson Explorer will focus on helping enterprise users
uncover and share data-driven insights based on feder-
ated search more easily.[104] The company is also launch-
ing a $100 million venture fund to spur application devel-
opment for “cognitive” applications. According to IBM,
the cloud-delivered enterprise-ready Watson has seen its
speed increase 24 times over—a 2,300 percent improve-
ment in performance, and its physical size shrank by 90
percent—from the size of a master bedroom to three
stacked pizza boxes.[104] IBMCEOVirginia Rometty said
she wants Watson to generate $10 billion in annual rev-
enue within ten years.[105]

13.4.3 Chatterbot

Watson is being used via IBM partner program as a
Chatterbot to provide the conversation for children’s
toys.[106]

13.4.4 Teaching Assistant

Ashok Goel, professor at Georgia Tech, used Watson to
create a virtual Teaching Assistant to assist students in his
class.[107] Initially, Goel did not reveal the nature of “Jill”,
which was created with the help of a few students and
IBM. Jill answered questions where it had a 97% certainty
of an accurate answer, with the remainder being answered
by human assistants.
The research group of Sabri Pllana developed an assistant
for learning parallel programming using the IBM Wat-
son [108]. A survey with a number of novice parallel pro-
grammers at the Linnaeus University indicated that such
assistant will be welcome by students that learn parallel
programming.

13.4.5 Weather forecasting

In August 2016, IBM announced it would be using
Watson for weather forecasting.[109] Specifically, the
company announced they would use Watson to analyze
data from over 200,000 Weather Underground personal
weather stations, and data from other sources, as a part of
project Deep Thunder.[110]

13.4.6 Tax Preparation

On February 5–6, 2017, tax preparation company H&R
Block will begin nationwide use of a Watson-based pro-
gram to enhance their client experience.[111]

13.5 See also
• Blue Gene

• Commonsense knowledge (artificial intelligence)

• Strong AI

• Tech companies in the New York metropolitan area

• Wolfram Alpha
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AlphaGo

AlphaGo
AlphaGo logo

AlphaGo is a narrow AI, computer program devel-
oped by Alphabet Inc.'s Google DeepMind in London
to play the board game Go.[1] In October 2015, it be-
came the first Computer Go program to beat a human
professional Go player without handicaps on a full-sized
19×19 board.[2][3] In March 2016, it beat Lee Sedol in a
five-game match, the first time a computer Go program
has beaten a 9-dan professional without handicaps.[4] Al-
though it lost to Lee Sedol in the fourth game, Lee re-
signed the final game, giving a final score of 4 games to
1 in favour of AlphaGo. In recognition of beating Lee
Sedol, AlphaGo was awarded an honorary 9-dan by the
Korea Baduk Association. It was chosen by Science as
one of the Breakthrough of the Year runners-up on 22
December 2016.[5]

AlphaGo’s algorithm uses a Monte Carlo tree search to
find its moves based on knowledge previously “learned”
by machine learning, specifically by an artificial neural
network (a deep learning method) by extensive training,
both from human and computer play.

14.1 History and competitions

Go is considered much more difficult for computers to
win than other games such as chess, because its much
larger branching factor makes it prohibitively difficult to
use traditional AI methods such as alpha–beta pruning,
tree traversal and heuristic search.[2][6]

Almost two decades after IBM’s computer Deep Blue
beat world chess champion Garry Kasparov in the 1997
match, the strongest Go programs using artificial intel-
ligence techniques only reached about amateur 5-dan
level,[7] and still could not beat a professional Go player
without handicaps.[2][3][8] In 2012, the software program
Zen, running on a four PC cluster, beat Masaki Takemiya

(9p) two times at five and four stones handicap.[9] In
2013, Crazy Stone beat Yoshio Ishida (9p) at four-stones
handicap.[10]

According to AlphaGo’s David Silver, the AlphaGo re-
search project was formed around 2014 to test how
well a neural network using deep learning can com-
pete at Go.[11] AlphaGo represents a significant improve-
ment over previous Go programs. In 500 games against
other available Go programs, including Crazy Stone and
Zen,[12] AlphaGo running on a single computer won all
but one.[13] In a similar matchup, AlphaGo running on
multiple computers won all 500 games played against
other Go programs, and 77% of games played against
AlphaGo running on a single computer. The distributed
version in October 2015 was using 1,202 CPUs and 176
GPUs.[7]

14.1.1 Match against Fan Hui

In October 2015, the distributed version of AlphaGo de-
feated the European Go champion Fan Hui,[14] a 2-dan
(out of 9 dan possible) professional, five to zero.[3][15]
This was the first time a computer Go program had beaten
a professional human player on a full-sized board without
handicap.[16] The announcement of the news was delayed
until 27 January 2016 to coincide with the publication of
a paper in the journal Nature[7] describing the algorithms
used.[3]

14.1.2 Match against Lee Sedol

Main article: AlphaGo versus Lee Sedol

AlphaGo played South Korean professional Go player
Lee Sedol, ranked 9-dan, one of the best players at Go,[8]
with five games taking place at the Four Seasons Ho-
tel in Seoul, South Korea on 9, 10, 12, 13, and 15
March 2016,[17][18] which were video-streamed live.[19]
Aja Huang, a DeepMind team member and amateur 6-
dan Go player, placed stones on the Go board for Al-
phaGo, which ran through Google’s cloud computing
with its servers located in the United States.[20] Thematch
used Chinese rules with a 7.5-point komi, and each side

148

https://en.wikipedia.org/wiki/Narrow_AI
https://en.wikipedia.org/wiki/Computer_program
https://en.wikipedia.org/wiki/Alphabet_Inc.
https://en.wikipedia.org/wiki/Google_DeepMind
https://en.wikipedia.org/wiki/Board_game
https://en.wikipedia.org/wiki/Go_(game)
https://en.wikipedia.org/wiki/AlphaGo#cite_note-1
https://en.wikipedia.org/wiki/Computer_Go
https://en.wikipedia.org/wiki/Professional_Go_player
https://en.wikipedia.org/wiki/Go_handicaps
https://en.wikipedia.org/wiki/AlphaGo#cite_note-googlego-2
https://en.wikipedia.org/wiki/AlphaGo#cite_note-bbcgo-3
https://en.wikipedia.org/wiki/Lee_Sedol
https://en.wikipedia.org/wiki/AlphaGo_versus_Lee_Sedol
https://en.wikipedia.org/wiki/AlphaGo_versus_Lee_Sedol
https://en.wikipedia.org/wiki/Go_ranks_and_ratings
https://en.wikipedia.org/wiki/AlphaGo#cite_note-leesedolwin-4
https://en.wikipedia.org/wiki/Korea_Baduk_Association
https://en.wikipedia.org/wiki/Science_(journal)
https://en.wikipedia.org/wiki/Breakthrough_of_the_Year
https://en.wikipedia.org/wiki/AlphaGo#cite_note-5
https://en.wikipedia.org/wiki/Monte_Carlo_tree_search
https://en.wikipedia.org/wiki/Machine_learning
https://en.wikipedia.org/wiki/Artificial_neural_network
https://en.wikipedia.org/wiki/Artificial_neural_network
https://en.wikipedia.org/wiki/Deep_learning
https://en.wikipedia.org/wiki/Chess
https://en.wikipedia.org/wiki/Branching_factor
https://en.wikipedia.org/wiki/Alpha%E2%80%93beta_pruning
https://en.wikipedia.org/wiki/Tree_traversal
https://en.wikipedia.org/wiki/Heuristic
https://en.wikipedia.org/wiki/AlphaGo#cite_note-googlego-2
https://en.wikipedia.org/wiki/AlphaGo#cite_note-6
https://en.wikipedia.org/wiki/Deep_Blue_(chess_computer)
https://en.wikipedia.org/wiki/Garry_Kasparov
https://en.wikipedia.org/wiki/Deep_Blue_versus_Garry_Kasparov
https://en.wikipedia.org/wiki/Deep_Blue_versus_Garry_Kasparov
https://en.wikipedia.org/wiki/Artificial_intelligence
https://en.wikipedia.org/wiki/Artificial_intelligence
https://en.wikipedia.org/wiki/Go_professional#Pro_and_amateur_dan
https://en.wikipedia.org/wiki/AlphaGo#cite_note-DeepMindnature2016-7
https://en.wikipedia.org/wiki/Go_handicaps
https://en.wikipedia.org/wiki/AlphaGo#cite_note-googlego-2
https://en.wikipedia.org/wiki/AlphaGo#cite_note-bbcgo-3
https://en.wikipedia.org/wiki/AlphaGo#cite_note-CNN0128-8
https://en.wikipedia.org/wiki/Zen_(software)
https://en.wikipedia.org/wiki/Masaki_Takemiya
https://en.wikipedia.org/wiki/Go_professional
https://en.wikipedia.org/wiki/AlphaGo#cite_note-9
https://en.wikipedia.org/wiki/Crazy_Stone_(software)
https://en.wikipedia.org/wiki/Yoshio_Ishida
https://en.wikipedia.org/wiki/AlphaGo#cite_note-10
https://en.wikipedia.org/wiki/Deep_learning
https://en.wikipedia.org/wiki/AlphaGo#cite_note-pcworld_unusual-11
https://en.wikipedia.org/wiki/AlphaGo#cite_note-12
https://en.wikipedia.org/wiki/AlphaGo#cite_note-13
https://en.wikipedia.org/wiki/CPU
https://en.wikipedia.org/wiki/GPU
https://en.wikipedia.org/wiki/AlphaGo#cite_note-DeepMindnature2016-7
https://en.wikipedia.org/wiki/Go_(game)
https://en.wikipedia.org/wiki/Fan_Hui
https://en.wikipedia.org/wiki/AlphaGo#cite_note-MetzWired2016-14
https://en.wikipedia.org/wiki/Go_ranks_and_ratings
https://en.wikipedia.org/wiki/AlphaGo#cite_note-bbcgo-3
https://en.wikipedia.org/wiki/AlphaGo#cite_note-15
https://en.wikipedia.org/wiki/AlphaGo#cite_note-lemondego-16
https://en.wikipedia.org/wiki/Nature_(journal)
https://en.wikipedia.org/wiki/AlphaGo#cite_note-DeepMindnature2016-7
https://en.wikipedia.org/wiki/AlphaGo#cite_note-bbcgo-3
https://en.wikipedia.org/wiki/AlphaGo_versus_Lee_Sedol
https://en.wikipedia.org/wiki/Lee_Sedol
https://en.wikipedia.org/wiki/AlphaGo#cite_note-CNN0128-8
https://en.wikipedia.org/wiki/Four_Seasons_Hotel
https://en.wikipedia.org/wiki/Four_Seasons_Hotel
https://en.wikipedia.org/wiki/Seoul
https://en.wikipedia.org/wiki/AlphaGo#cite_note-17
https://en.wikipedia.org/wiki/AlphaGo#cite_note-18
https://en.wikipedia.org/wiki/AlphaGo#cite_note-19
https://en.wikipedia.org/wiki/Go_board
https://en.wikipedia.org/wiki/AlphaGo#cite_note-JoongAng_Ilbo-20
https://en.wikipedia.org/wiki/Rules_of_go#Chinese_rules
https://en.wikipedia.org/wiki/Komidashi


14.2. HARDWARE 149

had two hours of thinking time plus three 60-second
byoyomi periods.[21] The version of AlphaGo playing
against Lee used a similar amount of computing power
as was used in the Fan Hui match.[22] The Economist re-
ported that it used 1,920 CPUs and 280 GPUs.[23]

At the time of play, Lee Sedol had the second-highest
number of Go international championship victories in
the world.[24] While there is no single official method
of ranking in international Go, some sources ranked
Lee Sedol as the fourth-best player in the world at the
time.[25][26] AlphaGo was not specifically trained to face
Lee.[27]

The first three games were won by AlphaGo following
resignations by Lee Sedol.[28][29] However, Lee Sedol
beat AlphaGo in the fourth game, winning by resigna-
tion at move 180. AlphaGo then continued to achieve a
fourth win, winning the fifth game by resignation.[30]

The prize was $1 million USD. Since AlphaGo won four
out of five and thus the series, the prize will be donated
to charities, including UNICEF.[31] Lee Sedol received
$150,000 for participating in all five games and an addi-
tional $20,000 for his win.[21]

On June 29th, at a presentation held at a University in the
Netherlands, Aja Huang, one of the Deep Mind team,
revealed that it had rectified the problem that occurred
during the 4th game of the match between AlphaGo and
Lee Sedol, and that after move 78 (which was dubbed
the “hand of God” by many professionals), it would play
accurately and maintain Black’s advantage, since before
the error which resulted in the loss, AlphaGo was leading
throughout the game and Lee’s move was not credited as
the one which won the game, but caused the program’s
computing powers to be diverted and confused. Aja
Huang explained that AlphaGo’s policy network of find-
ing themost accuratemove order and continuation did not
precisely guideAlphaGo tomake the correct continuation
after move 78, since its value network did not determine
Lee Sedol’s 78thmove as being themost likely, and there-
fore when the move was made AlphaGo could not make
the right adjustment to the logical continuation.[32]

14.1.3 Unofficial online matches in late
2016 to early 2017

OnDecember 29 in 2016, a new account named “Magist”
from South Korea began to play games with professional
players on the Tygem server. It changed its account name
to “Master” on 30 December, then moved to the FoxGo
server on 1 January 2017. On 4 January, DeepMind con-
firmed that the “Magister” and the “Master” were both
played by an updated version of AlphaGo.[33][34] As of
5 January 5 2017, AlphaGo’s online record was 60 wins
and 0 losses,[35] including three victories over Go’s top
ranked player, Ke Jie,[36] who had been quietly briefed in
advance that Master was a version of AlphaGo.[35] After
losing to Master, Gu Li offered a bounty of 100,000 yuan

(14,400 USD) to the first human player who could defeat
Master.[34]Master played at the pace of 10 games per day.
Many quickly suspected it to be an AI player due to lit-
tle or no resting between games. Its adversaries included
many world champions such as Ke Jie, Park Jeong-hwan,
Yuta Iyama, Tuo Jiaxi, Mi Yuting, Shi Yue, Chen Yaoye,
Li Qincheng, Gu Li, Chang Hao, Tang Weixing, Fan
Tingyu, Zhou Ruiyang, Jiang Weijie, Chou Chun-hsun,
Kim Ji-seok, Kang Dong-yun, Park Yeong-hun, andWon
Seong-jin; national champions or world championship
runners-up such as Lian Xiao, Tan Xiao, Meng Tailing,
Dang Yifei, Huang Yunsong, Yang Dingxin, Gu Zihao,
Shin Jinseo, Cho Han-seung, and An Sungjoon. All 60
games except one were fast paced games with three 20
or 30 seconds byo-yomi. Master offered to extend the
byo-yomi to one minute when playing with Nie Weiping
due to his old age. After winning its 59th game Master
revealed itself in the chatroom to be controlled by Dr.
Aja Huang of the DeepMind team,[37] then changed its
nationality to United Kingdom. After these games were
completed, the co-founder of Google DeepMind, Demis
Hassabis said in a tweet “we're looking forward to playing
some official, full-length games later [2017] in collabo-
ration with Go organizations and experts”.[33][34]

Human players tend to make more mistakes in fast paced
online games than in full-length tournament games due to
short response time. It isn't definitively known whether
AlphaGo will succeed as well in tournaments as it has
online.[34] However, Go experts are extremely impressed
by AlphaGo’s performance and by its nonhuman play
style; Ke Jie stated that “After humanity spent thousands
of years improving our tactics, computers tell us that hu-
mans are completely wrong... I would go as far as to say
not a single human has touched the edge of the truth of
Go.”[35]

14.1.4 Wuzhen Future of Go Summit

Main article: Future of Go Summit

In late May 2017, AlphaGo will play several exhibition
games in Wuzhen, including:[38]

• A best of 3 match versus world number 1, Ke Jie

• AlphaGo versus a collaborating team of top Chinese
professionals

• Pair Go: human plus AlphaGo versus human plus
AlphaGo

14.2 Hardware

An early version of AlphaGo was tested on hardware with
various numbers of CPUs and GPUs, running in asyn-
chronous or distributed mode. Two seconds of thinking
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time was given to each move. The resulting Elo ratings
are listed below.[7] In the matches with more time per
move higher ratings are achieved.
In May 2016, Google unveiled its own proprietary hard-
ware "tensor processing units", which it stated had already
been deployed in multiple internal projects at Google, in-
cluding the AlphaGo match against Lee Sedol.[39][40]

14.3 Algorithm

As of 2016, AlphaGo’s algorithm uses a combination
of machine learning and tree search techniques, com-
bined with extensive training, both from human and com-
puter play. It uses Monte Carlo tree search, guided by
a “value network” and a “policy network,” both imple-
mented using deep neural network technology.[2][7] A
limited amount of game-specific feature detection pre-
processing (for example, to highlight whether a move
matches a nakade pattern) is applied to the input before
it is sent to the neural networks.[7]

The system’s neural networks were initially bootstrapped
from human gameplay expertise. AlphaGo was initially
trained to mimic human play by attempting to match
the moves of expert players from recorded historical
games, using a database of around 30 million moves.[14]
Once it had reached a certain degree of proficiency,
it was trained further by being set to play large num-
bers of games against other instances of itself, using
reinforcement learning to improve its play.[2] To avoid
“disrespectfully” wasting its opponent’s time, the pro-
gram is specifically programmed to resign if its assess-
ment of win probability falls beneath a certain threshold;
for the March 2016 match against Lee, the resignation
threshold was set to 20%.[41]

14.4 Style of play

Toby Manning, the match referee for AlphaGo
vs. Fan Hui, has described the program’s style as
“conservative”.[42] AlphaGo’s playstyle strongly favours
greater probability of winning by fewer points over lesser
probability of winning by more points.[11] Its strategy of
maximising its probability of winning is distinct from
what human players tend to do which is to maximise
territorial gains, and explains some of its odd-looking
moves.[43]

14.5 Responses to 2016 victory
against Lee Sedol

14.5.1 AI community

AlphaGo’s March 2016 victory was a major milestone
in artificial intelligence research.[44] Go had previously
been regarded as a hard problem in machine learning
that was expected to be out of reach for the technol-
ogy of the time.[44][45][46] Most experts thought a Go
program as powerful as AlphaGo was at least five years
away;[47] some experts thought that it would take at
least another decade before computers would beat Go
champions.[7][48][49] Most observers at the beginning of
the 2016 matches expected Lee to beat AlphaGo.[44]

With games such as checkers (that has been "solved" by
the Chinook draughts player team), chess, and now Go
won by computers, victories at popular board games can
no longer serve as major milestones for artificial intelli-
gence in the way that they used to. Deep Blue's Murray
Campbell called AlphaGo’s victory “the end of an era...
board games are more or less done and it’s time to move
on.”[44]

When compared with Deep Blue or with Watson,
AlphaGo’s underlying algorithms are potentially more
general-purpose, and may be evidence that the scien-
tific community is making progress towards artificial gen-
eral intelligence.[11][50] Some commentators believe Al-
phaGo’s victory makes for a good opportunity for soci-
ety to start discussing preparations for the possible fu-
ture impact of machines with general purpose intelli-
gence. (As noted by entrepreneur Guy Suter, AlphaGo
itself only knows how to play Go, and doesn't possess
general purpose intelligence: "[It] couldn't just wake up
one morning and decide it wants to learn how to use
firearms”[44]) In March 2016, AI researcher Stuart Rus-
sell stated that “AI methods are progressing much faster
than expected, (which) makes the question of the long-
term outcome more urgent,” adding that “in order to en-
sure that increasingly powerful AI systems remain com-
pletely under human control... there is a lot of work to
do.”[51] Some scholars, such as Stephen Hawking, warned
(in May 2015 before the matches) that some future self-
improving AI could gain actual general intelligence, lead-
ing to an unexpectedAI takeover; other scholars disagree:
AI expert Jean-Gabriel Ganascia believes that “Things
like 'common sense'... may never be reproducible”,[52]
and says “I don't see why we would speak about fears.
On the contrary, this raises hopes in many domains such
as health and space exploration.”[51] Computer scientist
Richard Sutton “I don't think people should be scared...
but I do think people should be paying attention.”[53]

14.5.2 Go community

Go is a popular game in China, Japan and Korea, and
the 2016 matches were watched by perhaps a hundred
million people worldwide.[44][54] Many top Go players
characterized AlphaGo’s unorthodox plays as seemingly-
questionable moves that initially befuddled onlookers, but
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made sense in hindsight:[48] “All but the very best Go
players craft their style by imitating top players. Al-
phaGo seems to have totally original moves it creates
itself.”[44] AlphaGo appeared to have unexpectedly be-
come much stronger, even when compared with its Oc-
tober 2015 match[55] where a computer had beat a Go
professional for the first time ever without the advantage
of a handicap.[56] The day after Lee’s first defeat, Jeong
Ahram, the lead Go correspondent for one of South Ko-
rea’s biggest daily newspapers, said “Last night was very
gloomy... Many people drank alcohol.”[57] The Korea
Baduk Association, the organization that oversees Go
professionals in South Korea, awarded AlphaGo an hon-
orary 9-dan title for exhibiting creative skills and pushing
forward the game’s progress.[58]

China’s Ke Jie, an 18-year-old generally recognized as
the world’s best Go player,[25][59] initially claimed that
he would be able to beat AlphaGo, but declined to play
against it for fear that it would “copy my style”.[59] As the
matches progressed, Ke Jie went back and forth, stating
that “it is highly likely that I (could) lose” after analysing
the first three matches,[60] but regaining confidence after
AlphaGo displayed flaws in the fourth match.[61]

Toby Manning, the referee of AlphaGo’s match against
Fan Hui, and Hajin Lee, secretary general of the
International Go Federation, both reason that in the fu-
ture, Go players will get help from computers to learn
what they have done wrong in games and improve their
skills.[56]

After game two, Lee said he felt “speechless": “From the
very beginning of the match, I could never manage an
upper hand for one single move. It was AlphaGo’s to-
tal victory.”[62] Lee apologized for his losses, stating af-
ter game three that “I misjudged the capabilities of Al-
phaGo and felt powerless.”[44] He emphasized that the
defeat was “Lee Se-dol’s defeat” and “not a defeat of
mankind”.[27][52] Lee said his eventual loss to a machine
was “inevitable” but stated that “robots will never under-
stand the beauty of the game the same way that we hu-
mans do.”[52] Lee called his game four victory a “priceless
win that I (would) not exchange for anything.”[27]

14.6 Similar systems

Facebook has also been working on their own Go-playing
system darkforest, also based on combining machine
learning and tree search.[42][63] Although a strong player
against other computer Go programs, as of early 2016,
it had not yet defeated a professional human player.[64]
darkforest has lost to CrazyStone and Zen and is esti-
mated to be of similar strength to CrazyStone and Zen.[65]

DeepZenGo, a system developed with support from
video-sharing website Dwango and the University of
Tokyo, lost 2-1 in November 2016 to Go master Cho
Chikun, who holds the record for the largest number of

Go title wins in Japan.[66][67]

14.7 Example game

AlphaGo (white) v. Tang Weixing (31 December 2016),
AlphaGo won by resignation. White 36 was widely
praised.

14.8 See also

• AlphaGo versus Lee Sedol

• Glossary of artificial intelligence

• Go and mathematics

• Deep Blue (chess computer)

• Chinook (draughts player), draughts playing pro-
gram

• TD-Gammon, backgammon neural network
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Chapter 15

Humanoid robot

A humanoid robot is a robot with its body shape built
to resemble the human body. The design may be for
functional purposes, such as interacting with human tools
and environments, for experimental purposes, such as the
study of bipedal locomotion, or for other purposes. In
general, humanoid robots have a torso, a head, two arms,
and two legs, though some forms of humanoid robots may
model only part of the body, for example, from the waist
up. Some humanoid robots also have heads designed to
replicate human facial features such as eyes and mouths.
Androids are humanoid robots built to aesthetically re-
semble humans.

15.1 Purpose

TOPIO, a humanoid robot, played ping pong at Tokyo
International Robot Exhibition (IREX) 2009.[1][2]

Humanoid robots are now used as a research tool in sev-
eral scientific areas.
Researchers need to understand the human body structure
and behavior (biomechanics) to build and study humanoid
robots. On the other side, the attempt to the simulation
of the human body leads to a better understanding of it.
Human cognition is a field of study which is focused on
how humans learn from sensory information in order to
acquire perceptual and motor skills. This knowledge is
used to develop computational models of human behavior
and it has been improving over time.
It has been suggested that very advanced robotics will

Nao is a robot created for companionship. It also competes in the
RoboCup soccer championship.

Enon was created to be a personal assistant. It is self-guiding and
has limited speech recognition and synthesis. It can also carry
things.
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facilitate the enhancement of ordinary humans. See
transhumanism.
Although the initial aim of humanoid research was to
build better orthosis and prosthesis for human beings,
knowledge has been transferred between both disciplines.
A few examples are: powered leg prosthesis for neuro-
muscularly impaired, ankle-foot orthosis, biological real-
istic leg prosthesis and forearm prosthesis.
Besides the research, humanoid robots are being devel-
oped to perform human tasks like personal assistance,
where they should be able to assist the sick and elderly,
and dirty or dangerous jobs. Regular jobs like being a
receptionist or a worker of an automotive manufacturing
line are also suitable for humanoids. In essence, since
they can use tools and operate equipment and vehicles
designed for the human form, humanoids could theoret-
ically perform any task a human being can, so long as
they have the proper software. However, the complexity
of doing so is immense.
They are becoming increasingly popular for providing en-
tertainment too. For example, Ursula, a female robot,
sings, play music, dances, and speaks to her audiences
at Universal Studios. Several Disney attractions employ
the use of animatrons, robots that look, move, and speak
much like human beings, in some of their theme park
shows. These animatrons look so realistic that it can be
hard to decipher from a distance whether or not they are
actually human. Although they have a realistic look, they
have no cognition or physical autonomy. Various hu-
manoid robots and their possible applications in daily life
are featured in an independent documentary film called
Plug & Pray, which was released in 2010.
Humanoid robots, especially with artificial intelligence
algorithms, could be useful for future dangerous and/or
distant space exploration missions, without having the
need to turn back around again and return to Earth once
the mission is completed.

15.2 Sensors

A sensor is a device that measures some attribute of the
world. Being one of the three primitives of robotics (be-
sides planning and control), sensing plays an important
role in robotic paradigms.
Sensors can be classified according to the physical pro-
cess with which they work or according to the type of
measurement information that they give as output. In this
case, the second approach was used.

15.2.1 Proprioceptive sensors

Proprioceptive sensors sense the position, the orientation
and the speed of the humanoid’s body and joints.

In human beings the otoliths and semi-circular canals (in
the inner ear) are used to maintain balance and orien-
tation. In addition humans use their own propriocep-
tive sensors (e.g. touch, muscle extension, limb posi-
tion) to help with their orientation._ Humanoid robots use
accelerometers to measure the acceleration, from which
velocity can be calculated by integration; tilt sensors to
measure inclination; force sensors placed in robot’s hands
and feet to measure contact force with environment; posi-
tion sensors, that indicate the actual position of the robot
(from which the velocity can be calculated by derivation)
or even speed sensors.

15.2.2 Exteroceptive sensors

An artificial hand holding a lightbulb

Arrays of tactels can be used to provide data on what has
been touched. The Shadow Hand uses an array of 34 tac-
tels arranged beneath its polyurethane skin on each fin-
ger tip.[3] Tactile sensors also provide information about
forces and torques transferred between the robot and
other objects.
Vision refers to processing data from any modality which
uses the electromagnetic spectrum to produce an image.
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In humanoid robots it is used to recognize objects and de-
termine their properties. Vision sensors work most simi-
larly to the eyes of human beings. Most humanoid robots
use CCD cameras as vision sensors.
Sound sensors allow humanoid robots to hear speech and
environmental sounds, and perform as the ears of the hu-
man being. Microphones are usually used for this task.

15.3 Actuators

Actuators are the motors responsible for motion in the
robot.
Humanoid robots are constructed in such a way that they
mimic the human body, so they use actuators that perform
like muscles and joints, though with a different structure.
To achieve the same effect as human motion, humanoid
robots use mainly rotary actuators. They can be either
electric, pneumatic, hydraulic, piezoelectric or ultrasonic.
Hydraulic and electric actuators have a very rigid behav-
ior and can only be made to act in a compliant manner
through the use of relatively complex feedback control
strategies. While electric coreless motor actuators are
better suited for high speed and low load applications,
hydraulic ones operate well at low speed and high load
applications.
Piezoelectric actuators generate a small movement with a
high force capability when voltage is applied. They can
be used for ultra-precise positioning and for generating
and handling high forces or pressures in static or dynamic
situations.
Ultrasonic actuators are designed to produce movements
in a micrometer order at ultrasonic frequencies (over 20
kHz). They are useful for controlling vibration, position-
ing applications and quick switching.
Pneumatic actuators operate on the basis of gas
compressibility. As they are inflated, they expand along
the axis, and as they deflate, they contract. If one end is
fixed, the other will move in a linear trajectory. These
actuators are intended for low speed and low/medium
load applications. Between pneumatic actuators there
are: cylinders, bellows, pneumatic engines, pneumatic
stepper motors and pneumatic artificial muscles.

15.4 Planning and control

In planning and control, the essential difference between
humanoids and other kinds of robots (like industrial ones)
is that the movement of the robot has to be human-like,
using legged locomotion, especially biped gait. The ideal
planning for humanoid movements during normal walk-
ing should result in minimum energy consumption, as
it does in the human body. For this reason, studies on

dynamics and control of these kinds of structures become
more and more important.
The question of walking biped robots stabilization on
the surface is of great importance. Maintenance of the
robot’s gravity center over the center of bearing area for
providing a stable position can be chosen as a goal of
control.[4]

To maintain dynamic balance during the walk, a robot
needs information about contact force and its current and
desired motion. The solution to this problem relies on a
major concept, the Zero Moment Point (ZMP).
Another characteristic of humanoid robots is that they
move, gather information (using sensors) on the “real
world” and interact with it. They don’t stay still like fac-
tory manipulators and other robots that work in highly
structured environments. To allow humanoids to move
in complex environments, planning and control must fo-
cus on self-collision detection, path planning and obstacle
avoidance.
Humanoids do not yet have some features of the human
body. They include structures with variable flexibility,
which provide safety (to the robot itself and to the peo-
ple), and redundancy of movements, i.e. more degrees of
freedom and therefore wide task availability. Although
these characteristics are desirable to humanoid robots,
they will bring more complexity and new problems to
planning and control. The field of whole-body control
deals with these issues and addresses the proper coordina-
tion of numerous degrees of freedom, e.g. to realize sev-
eral control tasks simultaneously while following a given
order of priority.[5]

15.5 Timeline of developments

15.6 See also

Template:Working of robots
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